Study Guide
Block 3: Selected Topics in Linear Algebra

Unit 7: The Dot (Inner) Product

l. overview

In this unit, we discuss how one may define the dot product on an
n-dimensional vector space. The main point is that up to now
there has been no need to define such a concept. That is, the
concept of a vector space is well-defined without reference to a
dot product. 1In this unit, however, we attempt to show how the
added structure of the dot product gives us a better hold on the
vector space.

3.7.1
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3.

Do the exercises.

(Optional) Read Thomas, Chapter 13.

(Up to now, we have omitted this chapter for two reasons. For one
thing, we felt it was too compact for a first exposure. The sec-
ond reason was that the author develops Chapter 13 under the
assumption that one always uses a dot product in the study of a
vector space. To be sure, one often stresses the idea of a Eu-
clidean space (i.e. a space in which there is defined a symmetric,
positive definite, bilinear function) but the fact remains that
the study of vector spaces is more general than this. Moreover,
even after one assumes that he is dealing with a Euclidean Space,
it is not made clear in the text that one must define the dot
product in the usual term-by-term manner. What we have done in
our treatment is to show that by the Gram-Schmidt Orthogonaliza-
tion Process we may assume without loss of generality that we have
chosen an orthonormal basis. Once this point is made clear, there
is no harm in the special case defined in the text. At any rate,
as an optional topic, it might make a good review session to now
browse through Chapter 13 and use this as a concise overview of
our treatment of vector spaces as developed in this block.)

Exercises:

3:7.1

Let f:V x VR be a bilinear function* and let o-8 denote f (a,B)
where o and B belong to V. Show that

-+

o0 = 0 for all aeV

(@ajaq + aj0y) " (azay + aja,) = ajagla)tay) + aa,(a)a,) +

+ a2a3(a2'a3) + a2a4(a2‘u4).

32

Let V

[ul,uzl, and let a and B denote arbitrary elements of V.

(continued on next page)

*ji.eo, () (o + B)sy = o=y + B=~¥; (ii) o (B + %) = g*B + w~y;
(iii) o={cB) = (ca)*B = c(o-R).
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3.7.2 continued

a. Show that a+Rf is completely determined once we know the values of

Up Uy, Uptly, Uyl and U, u,.

b. Suppose u;ru, = 1, u;u, = -1, u,-uy = -5, and u,-u, = 6. Compute

3u1 + 2u2 and B = u,y + 4u2.

a*R where o

3.7.3

a. Suppose we now impose the additional property on our bilinear
function that a*B = B+a for all a, BeV, where V = [“1’u2]‘

i S S ME TE S Ea

If ul'ul =1, ul°u2 = 2, and U, u, = 3, compute

(xquy + x,u,) " (yyu) + you,).

3 = + > > + >
b. Let V = E- and suppose vy = 1 + 23 + 3k and v, = 21 + 53] = 2k

Find a vector vz*ev such that S(vl,vz} = S(vl,vz*) and vl-vz* =0
where now the dot product is the usual one.

i3

c. Returning to part (a), find uz* such that S(ul,uz) = S(ul,uz*),
where ul-uz* = 0.

3.7.4

Consider the bilinear function defined by

on the space V = [ul,u2].

a. Compute {xlul + x2u2}-[ylul #+ yzuz),and in particular, compute v-v

for each veV where v = Xquy + Xy, .
. P X e -
b. Find a vector ul*av such that S(ul,uz) = S(ul*,uzj and u;*u, 0.
Moreover, prove that relative to [ul*,uzl the matrix of the bilin-

ear function is

(continued on next page)
.74
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3.7.4 continued

_g 0
0 5
c. veV is called a null vector if v # 0 but v-v = 0. Find all null
vectors of V.
375
Let V = [ul,uz,u3] and let
1 1
A= |1 2 %)
1 3 4
define a symmetric bilinear function on V relative to {ul,uz,u3}.
a. Find a new basis for V, {ul,uz*,u3*} where u2* and u3* are linear
¥ . = * = - * =
combinations of Uy, Uy, and Ugs but such that u,-u, Uy -ug
. * = 3 . = xa * = * . * =
uy*-ug 0, while uytuy u,*-u, ug*rug L
b. If v = X144 + xzuz* + x3u3*, show that v.v = 0 +*
2 _ 2 2
X3 —xl+x2
c. Check the result of (b) by converting v = 3u1 + 4u2* + 5u3* into
ul,uz,u3—components and showing that v-v = 0.
d. With A as in part (a), find a matrix B such that
1 0 0
T
BAB® = |0 2 b [} (I
0 0 -1
e. Explain how the equation

2 + 2% 2 + 4x 2 + 2.+ 2 ;. + 66X = m

*1 v, 3 1%2 1%3 2%3

is equivalent to solving the equation

3.7.5
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35l 6

Let V = [ul,uz,u3] and let a dot product be defined on V by

3 4 L
A= |4 6 5].
4 3 6

: : * * % Xaqy W o= ko * =
Find a basis {ul ,uz ,u3 } for V such that u1 u1 u2 u2

* . * = * o * o= 1 3 3
up*eu,* = 1 and uy uj @ Af 1 #F .

377
Verify the construction of the orthogonal basis developed in the
lecture of this unit by showing geometrically that -u; - % u, + usy

is perpendicular to the plane determined by uy and u, where

e I - PR -
u; =1 + 7 *ky u, = 21 4+ 3 * E, and u, = 2; + ; + E.
3578
b
Consider the vector space V = {f:J” f(x)dx exists and f continuous}
a

where a and b are given constants. Show that if we define f:g =

b
.[ f(x)g(x)dx, for all £ and g in V, then f+g is an inner product.
a

BzheY

a. Suppose {ul,...,un} is a set of orthogonal non-zero vectors and

that c¢ - IETRENGRL: o cnun = 0. Prove that c, = ... =c_ = 0.

11 1 n

b. (Optional) Suppose dim V = n and W is any proper subspace of V.
Define Wp = {veV:v-w = 0 for each weW}. Show that Wp is a proper
subspace of V and that

v=w @ W

3.7.6
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3.7.10 (Optional)

Use the Gram-Schmidt Orthogonalization Process to find an ortho-
gonal basis for V = [ul,uz,u3,u4] if the dot product on V is de-
fined by the matrix

[N TS

[ TU R

H N W N

T S
.

(This exercise is optional only because of the amount of computa-
tional detail, but it is worth doing if only to see how the method
works for spaces of dimension greater than three.)
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