Data Mining: Overview

What is Data Mining?

* Recertly* coinedtem for confluence of ideasfrom
statisticsand computer science (machne learnng
and database methods) applied to large databases
In science, engineering and business.

* In astate of flux, many definitions, ot of debate
about whatit isand whatit is not. Termnology not
stardardeg. bias, classification, prediction, feature
= indeperdert variable, target = dependent
varnable, case = exenplar = row.

* First Internaiond workshop on Knowledge Discovery

and Data Miningwasin 1995




Broad and Narrow Definitions

» BroadDefinition includestradtional
statigical methods, Namrow Definition
emphagzesauomatedand heuristic
methods

» Datamining, datadredging, fishing
expedtions

» Knowledge Discovery in Datalases(KDD)

My Favorite
o “Statistics at scale and speed”
Darryl Pregibon

* My extension:
—“ ... And simplicity”




Gartner Group

“Datamining is the proces of discovering
meanngful new correlations, pattems and
trends by sifting through large amounts of
datastoredin repositories, using pattein
recaynition techhologiesaswell as
statigical and mathematical techniques”




Drivers

Market: From focus on product/serviceto focus on
customer

IT: From focus on up-to-date balarnces to focus on
pattems in transactions - Data Warehouses -
OLAP

Dramatic drop in storage costs : Huge databases

— e.gWamart: 20 mlliontransactiondday, 10 terabyte
daabase, Blockbuder: 36 million hougholds

Automatic Data Capture of Transactions

— e.g. Bar Codes, POS devices, Mous clicks, Location
data (GPS, cell phone)

Interret Pesonalized interadions, longitudinal
data

Core Disciplines

Statistics (adaptedfor 21st century data sizesand
sped requiremens). Exanples:

— Descriptive: Visudization

— Modds (DMD): Regression, Quger Andysis
Machine Leaning: eg. Neual Nets

Data Base Retrieval: e g. Association Rules

Paralel developmerts. e g. Treemethods, k
Nearest Neighbors, OLAP-EDA
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Process

Develop understanding of application, goas

Crede dataset for study (often from Data
Warelouse)

Data Cleaning and Preprocessing

Data Reduction and projedion

Choose Data Mining task Data

Mining

Choose Data Mining algorithms
Use adgorithmsto perform tak
Interpretand iterae thru 1-7 if necessary

WL N O ~w

Depoy: integate into operdiona systens.

SEMMA Methodology (SAS)

Sample from datasets Partition into
Training, Validation and Ted datasets

Explore dataset statigically and graphically
M odify: Trarsform vanables, Impute
missing values

M odel: fit modelse g. regession,
classfication tree, neural net

Assess. Compare modelsusing Patition,
Ted datesets




[l lustrative Applications

o Customer Relationship Marmagement
* Finarce

e E-commerceand Intemet

Customer Relationship
M anagement
Tarmget Marketing
Attrition Predction/Churn Analysis

Fraud Detection
Credt Scaing




Target marketing

» Business problem: Use list of prospectsfor
directmailing campaign

» Sdution: Use DataMining to idertify most
promising regponderts combining
demographic and geographic datawith data
on pad purchase behavior

» Berefit: Betterreponse rate,savings in
campaign cost

Example: Fleet Financial Group

* Redesign of customer serviceinfradructure,
including $38 million investment in data
warelouse and marketing automation

» Usedlogistic regression to predict response
probabilities to home-eauity product for sample of
20,000 customer profiles from 15 million
customer base

» UsedCART to predict profitabde customersard
customerswho would be unprofitable even if they
regpond




Churn Analysis: Telcos

» Business Prablent Prevert loss of customers
awoid adding churn-prone customers

o Sdution: Use neural nets, time series analysis to
identify typicd pattems of telephone usage of
likely-to-defed and likely-to-churn customers

» Berefit: Retertion of customers more effecive
promotions

Example: France Telecom

* CHURN/Customer Prdiling Systemimplemened
aspart of major custom data warehouse solution

* Preventive CPS based on customer characternistics
and known casesof churning and non-churning
customersidentify significart charaderisticsfor
churn

 Early detection CPS based on usage patem
matching with known cass of churn customers




Fraud Detection

e Business problem: Fraud increagscosts or
reducesreverue

» Sdution: Uselogistic regession, neual
netsto identify characteistics of fraudulent
caesto prevent in future or prosecue more
vigorously

» Berefit: Increagd profits by reducing
undesrakle customers

Example: Automobile Insurance
Bureau of Massachusetts

» Pag reports on claims adjustors scrutinized by
experts to identify cases of fraud

» Seweral characteristics (over 60) of claimart, type
of accident, type of injury/treamert coded into
database

» Dimension Reduction methods usedto obtain
weighted variables Multiple Regession Step-wise
Subset selection methods usedto identify
characeristicsstrong correlatedwith fraud




Risk Analysis

» Business problem: Reducerisk of loansto
delinquert customers

» Sdution: Use credt scoring modelsusing
discriminant aralysis to createscore
functions that separateout risky customers

» Berefit: Decrea® in cost of baddehts

Finance

» Business problem: Pricing of corporate
bonds depernds on several factas, risk
profile of compary , senority of dekt,
dividends, prior history, etc.

» Sdution Approach Through DM, develop
more accuatemodels of predcting prices
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E-commerce and Internet

 Collaborative Filtering
* From Clicksto Customers

Recommendation systems

» Business opportunity: Usersrate itens
(Amaza.com, CDNOW.com, MovieFnder.com)
on the web. How to use information from other
usersto infer ratings for a particular user?

» Sdution: Use of atedinique known as
cdlaborative filtering

» Berefit: Increase revenueshy cross selling, up
selling
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Clicksto Customers

* Business problem 50% of Dell’s clients order
their computer through the web. However, the
retertion rate is 0.5%, i.e. of visitors of Dell’sweb
page become customers

Sdution Approadh: Through the sequernce of their
clicks, cluster customersand desgn website,
intervertions to maximize the number of
customerswho evertualy buy.

Berefit: Increase revenues

Emerging Major Data Mining
applications
Spam

BioinformaticsGeromics

Medicd History Data— Insurance Claims
Peronalizaion of sevicesin e-commerce
RF Tags: Gillette

Secuity :

— Container Shipments

— Network Intruson Detection
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Core Concepts

Typesof Data:

— Numeric
« Continuous—ratio and interval
e Discrete
* Need for Binning
— Categorical — order and unordered

— Binay

Overfitting and Generalization
Regulanzation: Penalty for model complexity
Distance

Curse of Dimensionality

Rardom and stratified sanpling, resanpling
L oss Functions

Regression Examples with Overfit
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Typical characteristics of mining

data

» “Stardard” formatis spreadshed:
— Row=obsrvation unt, Column=variable
* Many rows, many columns

* Many rows moderae number of columns (e g. tel.
cdls)

» Many caumns, moderate number of rows (e g.
genomics)

» Opportunistic (often by-product of transactions)
— Not from designed experiments
— Often has outliers, missing data

Relative Performance Examples: 5 Algorithms on 6 Datasets
(Lee & Elder, 1997)

—+— Neural Network

—a— Logistic Regression -
—— Linear Vector Quantization

—n— Projection PursuitRegression| =~~~ 4 /A
—=— Decision Tree

Diabetes Gaussian Hypothyrold German Credit Waveform Investment

L © 1997 Elder Research ~
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Course Topics

» Supervised Tedniques
— Classification:
» k-Nearest Neighbors, Naive Bayes, Classification Trees
 Discriminant Analysis, Logistic Regression, Neural Nets
— Prediction (Estimation):
» Regression, Regression Trees, k-Nearest Neighbors
* Unsupervised Tedhniques
— Cluger Andysis, Prindpd Components
— Assodation Rules, Collaborative Filtering
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