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MASSACHUSETTS INSTITUTE OF TECHNOLOGY

Physics Department


8.323: Relativistic Quantum Field Theory I 

Prof. Alan Guth April 7, 2008


PROBLEM SET 7


REFERENCES: Lecture Notes 6: Path Integrals, Green’s Functions, and Gener­
ating Functions, on the website. Peskin and Schroeder, Secs. 3.1-3.4. 

NOTE ABOUT EXTRA CREDIT: This problem set contains 40 points of 
regular problems and 15 points extra credit, so it is probably worthwhile for 
me to clarify the operational definition of “extra credit”. We keep track of 
the extra credit grades separately, and at the end of the course I will first 
assign provisional grades based solely on the regular problems. I will consult 
with the recitation instructor and the teaching assistants, and we will try to make 
sure that these grades are reasonable. Then we will add in the extra credit, 
allowing the grades to change upwards accordingly. Finally, we will look at each 
student’s grades individually, and we might decide to give a higher grade to 
some students who are slightly below a borderline. Students whose grades have 
improved significantly during the term, and students whose average has been 
pushed down by single low grade, will be the ones most likely to be boosted. 

The bottom line is that you should feel free to skip the extra credit prob­
lems, and you will still get an excellent grade in the course if you do well on 
the regular problems. However, if you are the kind of student who really wants 
to get the most out of the course, then I hope that you will find these extra 
credit problems challenging, interesting, and educational. 

Problem 1: Particle production by a classical source (10 points) 

In lecture we discussed particle production in a Klein-Gordon theory coupled 
to a classical source term j(x), with an equation of motion 

( + m 2)φ(x) =  j(x) . 

We assumed that j(x) vanishes for early and late times, but at intermediate times 
the source is some arbitrary function, which can in general lead to particle pro­
duction. We found that the amplitude to produce N particles of momentum 
�p1, �p2, . . . , �pN is given by 

〈�p1, �p2, . . . , �pN , out |0, in〉 = in ̃(�p1) . . . ̃(�pN ) e − 12 λ , 

where 

λ = 
(2
d
π

3p 
)3 2E

1 

�p 
|̃(�p)|2 

, 
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and � 
̃(�p) =  d4 y eip·y j(y) , 

where p0 in the above integral is taken as |�p |2 + m2. The probability dP of 
finding exactly N particles, with one particle in range a d3p1 about momentum �p1, 
one particle in a range d3p2 about momentum �p2, . . . , and one particle in a range 
d3pN about momentum �pN is given by 

dP = |〈�p1, �p2, . . . , �pN , out |0, in〉|2 

d3p1 d3p2 d3pN × . . .  .
(2π)3 2E1 (2π)3 2E2 (2π)3 2EN 

(a) Suppose our particle detector can detect only particles in some range of mo­
mentum Ω. (Note that Ω is not infinitesimal.) Assume for simplicity that the 
efficiency for detecting particles in this momentum range is 100%, and that 
particles outside this range of momentum are never detected. The range of 
detected momentum is not described explicitly, but you can refer to it by using 

d3 p 
Ω 

to denote an integration over this range, and you can use 

d3 p 
Ω̄

to denote an integration over the momenta outside of this range. 

What is the probability P that the detector will detect exactly N particles? 

(b) In class we found that the probability of finding a single particle in a range d3p 
about momentum �p , without checking how many other particles are produced, 
is given by 

dP =
d3p |̃(�p)|2 

.
(2π)3 2E�p 

Would the probability dP of finding one particle in this range be any different 
if we looked only at events in which the total number of particles produced was 
some specified number N (with N ≥ 1)? If so, what would it be? In either 
case, be sure to justify your answer. 

(c) We found that the probability of producing exactly N particles is given by 

λN 

P (N) =  e −λ ,
N ! 

where λ is defined above. This is the Poisson distribution. What is the mean 
N ¯ and the standard deviation σ of this distribution? 
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Problem 2: Stationary phase approximation (10 points) 

In the path integral formulation of quantum mechanics, the classical limit ̄h → 0 
is governed by a stationary phase approximation, which guarantees that the paths 
that make the dominant contribution in this limit are near to the classical path 
which extremizes the action. To understand the stationary phase approximation, it 
is useful to see how it works in the case of an ordinary integral. For that purpose, 
consider the following integral representation of the Bessel function of integer order 
n: 

1 
� π 

Jn(x) =  dt cos(x sin t− nt) . (2.1)
π 0 

Specializing to the case of x = n, the representation can be written as 

1 π 
in(sin t−t)Jn(n) = Re dt e . (2.2)

π 0 

In this problem you will use the stationary phase approximation to extract the 
asymptotic behavior of this integral as n → ∞  . 

Note that the exponent has a point of stationary phase at t = 0. By assuming 
that the integral is dominated by the contribution from the vicinity of the stationary 
phase, show that as n −→ ∞ , 

Γ(1/3)
Jn(n) ∼ 

22/3 · 31/6 · π · n1/3 
, (2.3) 

where � ∞ 

Γ(n) =  dxx  n−1 e −x . (2.4) 
0 

[Note: A very thorough discussion of these techniques can be found in Advanced 
Mathematical Methods for Scientists and Engineers: Asymptotic Methods and Per­
turbation Theory, by Carl M. Bender and Steven A. Orszag, Springer-Verlag, Inc., 
New York 1999. This problem was taken from p. 280 of that book.] 

Extra credit problem (5 points): Show that for integer n the first two terms of 
the asymptotic series for large n are given by 

Γ(1/3) 31/6 · Γ(2/3)

Jn(n) ∼ 

22/3 · 31/6 · π · n1/3 
− 

35 · 24/3 · n5/3 
. (2.5)


To show this you might want to distort the integration contour in the complex 
t-plane by � � � 

dt eing(t) = dt eing(t) + dt eing(t) , (2.6) 
C C� D 
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where the paths C, C′, and  D are shown in the following diagram: 

You may wish to use this contour even if you are only calculating the first term. (You 
are not asked to show this, but if you are careful you will find that for noninteger 
n the asymptotic series in Eq. (2.5) does not correctly describe the integral in 
Eq. (2.2).  But if n is not an integer then Eq. (2.1) does not represent a Bessel 
function, so this calculation says nothing about the asymptotic behavior of Jn(n) 
when n is not required to be an integer.) 

Problem 3: Commutation relations for the Lorentz group (10 points) 

Infinitesimal Lorentz transformations can be described by 

Λµ
ν = δµ

ν − iGµ
ν , 

where 
Gµν = −Gνµ . 

There are therefore 6 generators, since there are 6 linearly independent antisym­
metric 4 × 4 matrices. One convenient way to choose a basis of 6 independent 
generators is to label them by two antisymmetric spacetime indices, Jµν ≡ −Jνµ, 
with the explicit matrix definition 

Jµν ≡ i δα
µ δβ

ν − δµ δν .αβ β α 

Here µ and ν label the generator, and for each µ and ν (with µ �= ν) the formula 
above describes a matrix with indices α and β. For the usual rules of matrix multi­
plication to apply, the index α should be raised, which is done with the Minkowski 
metric gµν : � � 

Jµνα
β = i gµα δβ

ν − g να δβ
µ . 

(a) Show that the commutator is given by 

[Jµν , Jρσ ] =  i (g νρ Jµσ − gµρ Jνσ − g νσ Jµρ + gµσ Jνρ) . 
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To minimize the number of terms that you have to write, I recommend adopting 
the convention that {}µν denotes antisymmetrization, so 

1 � � 
{ }µν ≡ {  } − {  µ ↔ ν } .

2 

With this notation, the commutator can be written 

[Jµν , Jρσ ] = 4i { g νρ Jµσ }µν . 
λσ 

You might even want to adopt a more abbreviated notation, writing 

[Jµν , Jρσ] = 4i { g νρ Jµσ } µν . 
λσ 

(b) Construct a Lorentz transformation matrix Λα
β corresponding to an infinites­

imal boost in the positive z-direction, and use this to show that the generator 
of such a boost is given by K3 ≡ J03. Signs are important here.  

Problem 4: Representations of the Lorentz group (10 points) 

(a) Using the definitions 

1 
J i = εijk Jjk and Ki = J0i ,

2 

for the generators of rotations (J i) and  boosts  (Ki), with the general commu­
tation relations found in Problem 3, 

[Jµν , Jρσ ] =  i (g νρ Jµσ − gµρ Jνσ − g νσ Jµρ + gµσ Jνρ) , 

show that the rotation and boost operators obey the commutation relations 

J i , Jj = i εijk Jk 

Ki , Kj = −i εijk Jk 

J i , Kj = i εijk Kk . 

(b) Using linear combinations of the generators defined by 

1 � � 
J� + = J� + iK�

2 
1 � � 

J� − = J� − iK� ,
2 
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show that J� + and J� − obey the commutation relations 

J i , Jj = i εijk Jk 
+ + + 

J i j = i εijk Jk 
− , J− − 

J i , Jj = 0  .+ − 

[Discussion: Since J� + and J� − commute, they can be simultaneously diago­
nalized, so a representation of the Lorentz group is obtained by combining a 
representation of J� + with a representation of J� −. Furthermore, J� + and J� − 

each have the commutation relations of the three-dimensional rotation group 
(or SU(2)), so we already know the finite-dimensional representations: they are 
labeled by a “spin” j, which is an integer or half-integer, with J� 2 = j(j + 1).  
The spin-j representation has dimension 2j + 1. The finite-dimensional rep­
resentations of the Lorentz group can then be described by the pair (j1, j2), 
with J� 2 = j1(j1 + 1)  and  J� 2 = j2(j2 + 1). The dimension of the (j1, j2)+ − 
representation is then (2j1 + 1)(2j2 + 1).]  

Problem 5 (Extra Credit): The Baker-Campbell-Hausdorff Theorem 
(10 points extra credit) 

The Baker-Campbell-Hausdorff theorem states that if A and B are linear op­
erators (including the possibility of finite-dimensional matrices), then one can write 

e A e B = e A+B+C , (5.1) 

where 
1 

C = [A ,  B] +  . . .  ,  (5.2)
2 

where every term in the infinite series denoted by . . . can be expressed  as an iterated  
commutator of A and B. When I say that the series is infinite, I mean that the 
general theorem requires an infinite series. In a particular application, it is possible 
that only a finite number of terms will be nonzero. In class, for example, we used 
this theorem for a case where [A ,  B] was a c-number, so all the higher iterated 
commutators vanished, and only the terms written explicitly above contributed. 

The set of iterated commutators is defined by starting with A and B, and  then  
adding to the set the commutator of any two elements in the set, ad infinitum. 
Then A and B are removed from the set, as they do not by themselves count as 
iterated commutators. 
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This theorem is sometimes useful to simplify calculations, as we found in class 
when we used it to normal order the S-matrix for the problem of particle production 
by an external source. However, it is much more important in the context of Lie 
groups. We have all learned, for example, that if we can find any three matrices 
with commutation relations 

[Ji , Jj ] =  iεijk Jk , (5.3) 

where εijk denotes the completely antisymmetric Levi-Civita tensor, then we can 
use them to construct a representation of the rotation group. If we let 

R(n̂, θ) =  e −iθn̂·J� , (5.4) 

then we know that this matrix can be used to represent a counterclockwise rotation 
about a unit vector n̂ by an angle θ. The representation describes the rotation 
group in the sense that if a rotation about n̂1 by an angle θ1, followed by a rotation 
about n̂2 by an angle θ2, is equivalent to a rotation about n̂3 by an angle θ3, then  
we expect 

R(n̂2, θ2) R(n̂1, θ1) =  R(n̂3, θ3) . (5.5) 

But how do we know that this relation will hold? The answer is that it follows as a 
consequence of the Baker-Campbell-Hausdorff theorem, which assures us that the 
product R(n̂2, θ2) R(n̂1, θ1) can be written as 

R(n̂2, θ2) R(n̂1, θ1) =  

1 � � 
exp −iθ1n̂1 J − iθ2n̂2 J − θ1θ2 n̂1 J , n̂2 J + (iterated commutators) .· � · � · � · �

2 
(5.6) 

Thus, the commutation relations are enough to completely determine the expo­
nent appearing on the right-hand side, so any matrices with the right commutation 
relations will produce the right group multiplication law. 

In this problem we will construct a proof of the Baker-Campbell-Hausdorff 
theorem. 

Note, by the way, that there are complications in the applications of Eq. (5.6), 
as we know from the spin-1

2 representation of the rotation group. In that case, the 
matrices R(n̂, θ) and  R(n̂, θ + 2π) exponentiate to give different matrices, differing 
by a sign, even though the two rotations are identical. In this case there are two 
matrices corresponding to every rotation. The matrices themselves form the group 
SU(2), for which there is a 2:1 map into the rotation group. In general, it is also 
possible for the series expansions of the exponentials in Eq. (5.1) to diverge — the 
Baker-Campbell-Hausdorff theorem only guarantees that the terms on the left- and 
right-hand sides will match term by term. The best way to use Eq. (5.6) is to 
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restrict oneself to transformations that are near the identity, and generators that 
are near zero. For any Lie group, the exponentiation of generators in some finite 
neighborhood of the origin gives a 1:1 mapping into the group within some finite 
neighborhood of the identity. 

(a) The first step is to derive a result that is best known to physicists in the context 
of time-dependent perturbation theory. We will therefore describe this part in 
terms of two operators that I will call H0 and ∆H, which are intended to suggest 
that we are talking about an unperturbed Hamiltonian and a perturbation that 
could be added to it. However, you should also keep in mind that the derivation 
will not rely on any special properties of Hamiltonians, so the result will hold 
for any two linear operators. 

The goal is to consider the operators 

U0(t) ≡ e −iH0 t (5.7) 

and 
U(t) ≡ e −i(H0 +ε∆H)t , (5.8) 

and to calculate the effects of the perturbation ∆H to first order in ε. We want 
to express the answer in the form 

U(t) =  U0(t) [1  +  ε∆U1(t)] , (5.9) 

where ∆U1(t) is the quantity that must be found. Define 

UI (t) ≡ U0 
−1(t) U(t) , (5.10) 

so 
UI (t) = 1 +  ε∆U1(t) +  O(ε2) . (5.11) 

Derive a differential equation for UI (t) of  the  form  

dUI = εQ(t) UI (t) , (5.12)
dt 

where Q(t) is  an  operator that you  must  determine.  

(b) What is UI (0)? To zeroth order in ε, what  is  UI (t)? Using these answers and 
Eq. (5.12), find UI (t) to first order in ε. 

(c) On Problem 5 of Problem Set 2, you showed that 

1 1 
e ABe−A = B + [A ,  B] +  [A ,  [A ,  B]] + [A ,  [A ,  [A ,  B]]] + . . .  (5.13)

2 3! 
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Here we would like to use that result, and we would like a more compact 
notation for the terms that appear on the right-hand side. We let Ωn(A,B) 
denote the nth order iterated commutator of A with B, defined by 

Ω0(A, B) =  B ,  

Ω1(A, B) =  [A, B] , 

Ω2(A, B) =  [A, [A, B]] , 
(5.14) 

Ωn(A, B) =  [A, Ωn−1(A, B)] , 

or equivalently 
Ωn(A, B) =  [A, [A,  . . .  ,  [A, B] . (5.15) � �� � 

n iterations of A 

Using this definition and the answer to (b), show that 

∞ � 
∆U1(t) =  An(t)Ωn(H0, ∆H) , (5.16) 

n=0 

where the An(t) are coefficients that you must calculate. 

Note, by the way, that the iterated commutators that are used in the construc­
tion of C in Eq. (5.2) form a much more general class than the Ωn(A,B). 

(d) In the context of time-dependent perturbation theory, the dependence of these 
expressions on t is very important. Here, however, we want to use this for­
malism to learn how the exponential of an operator changes if the operator is 
perturbed, so time plays no role. We can set t = 1, and then Eq. (5.16) with 
the earlier definitions gives us a prescription for expanding the operator 

U(1) = e −i(H0 +ε ∆H) (5.17) 

to first order in ε. Using this line of reasoning, consider an arbitrary linear 
operator M(s) that depends on some parameter s. Show that 

∞ � � 
d
e M(s) = e M(s) 

� 
BnΩn M,

dM 
, (5.18)

ds ds 
n=0 

where the Bn are coefficients that you must calculate. Hint: remember that to 
first order 

dM 
M(s + ε ∆s) =  M(s) +  ε ∆s . (5.19)

ds 

Eq. (5.18) can be very useful, so once you derive it you should save it in a 
notebook. 
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(e) We wish to construct an operator	 C which satisfies Eq. ( .1), and we wish 
to show that it can be constructed entirely from iterated commutators. The 
trick is to realize that we want to assemble the terms on the right-hand-side of 
Eq. (5.2) in order of increasing numbers of operators A and B. The first term 
1 [A ,  B] has two operators, the second will have three, etc. To arrange the 2 
terms in this order, it is useful to introduce a parameter s, and write Eq. (5.1) 
as 

e sA e sB = e s(A + B) +  C(s) .	 (5.20) 

Then if we write C(s) as  a  power series in  s, the terms will appear in the 
desired order. Once we have found the desired terms, we can set s = 1  to  give  
an answer to the original question. 

To proceed, one can define 

F (s) ≡ e −sB e −sA e s(A + B) +  C(s) ,	 (5.21) 

where the desired solution for C(s) should be determined by the condition 
F (s) = 1. Using Eq. (5.18) show that 

dF 
= −BF (s) − e −Bs AeBs F (s)

ds 

+ F (s) 
∞ � 

Bn Ωn 

� 

(A + B)s + C(s), A  + B + 
dC 
ds 

� 

. 
(5.22) 

n=0 

(f) Use the fact that F (s) = 1, and dF/ds = 0, to write an expression of the form


dC 
∞ ∞ �	

dC 
� 

= s nEn(A,B) − Bn Ωn (A + B)s + C(s), A  + B + ,
ds	 ds 

n=1	 n=1 
(5.23) 

where En(A,B) is an expression involving iterated commutators of A and B 
which you must find. 

(g) From Eq. (5.20), one sees that C(0) = 0. We can therefore write C(s) as  a  
power series, with the zero-order term omitted: 

C(s) =  C1 s + C2 s 2 + C3 s 3 + . . .  . 	 (5.24) 

Use Eq. (5.23) to show that C1 = 0,  and  that  C2 = 2
1 [A ,  B]. Find C3. 

(h) Use Eq. (5.23) to argue that every Cn can be determined, and that every Cn 

will be expressed solely in terms of iterated commutators, in the general sense 
defined at the beginning of this problem. 


