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Problem Set 3

1. Give an example where Q-learning is implemented with greedy policies (i.e., u; = min, Q¢(z,a)) and

fails to converge. How can it be modified so that convergence is ensured?
2. Suppose operator T is a contraction with respect to || - [|2. Does Gauss-Seidel value iteration converge?

3. Suppose operator F satisfies |[F.J — FJ||s < ||J — J||2 for all J,J and there is a unique J* such that
Jr=FJ*.
(a) Let GyJ = (1 —~)J +vFJ. Show that there is v € (0,1) such that |G,J — J*[|2 < [|J — J*|2.
(b) Counsider J, = F.J, — J;. Show that J, converges to J*.

4. (bonus) Suppose operator F' satisfies ||F.J — FJ|s < ||J — J||oo for all J,J and there is a unique J*
such that J* = F.J*. Consider J;, = F.J; — J;. Show that J, converges to J*



