MEASURE AND INTEGRATION: LECTURE 24

INEQUALITIES
Generalized Minkowski inequality. Let R® = R’ x R™ and z =
(x,y) € R*. If R” — C is measurable, then

/RIZ |f(x’y)|p dr: R" - R = ||fy||Lp(Ré) R™ - R

is R™-measurable for 1 < p < oc.
Assume that

. ||fy||Lp(Re) dy < 0.

Then for a.e. x € RY, f,(y): R™ — Cis in L'(R™). Let
F(z)= [ [f:(y) dy.
RrRm

Then F(z): R — C is R“measurable and we have

1 o (re) S/R 1 fyll pogrey dy-
(/ flz,y) dy
RZ

P 1/p 1/p
w) < [ ([ 1w ) o
Rm™ Rm R¢

We could replace by X, Y o-finite measure space and Y = {p1,...,pn},
dy the counting measure and get old Minkowski’s.

Proof. We have

Note this is

Fal< [ 1L dy

so without loss of generality, assume f > 0. If p = 1, then Fubini’s

theorem applies; so now let p > 1.
Define g: R x R™ — R20 by

) IR 80 < [If, ), < oo
gla,y) = {0 i [1£, ], =0
% it [1£,, = oc.

Then, for each y,
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(1) f(z,y) < g(z,y) nyH;/p/ for a.e. x, and
(2)

1
gyl oy = 111,

Then

Fle)= | flz,y)dy

Rm

< / g I dy

1/p
< gulhsger ([ 151, )

= ||9x||Lp(Rm) L CMY

where €' = o |11y, dv
We now use Fubini’s theorem:

1@ < [ (l96lneny)

o [ ([ oy ) o
=t - (/Reg(x,y)” dfﬂ) dy

= [ Nl
Rm
s / A —"
Rm
— o= P = / ([ —
Rm
Thus,
V@) ey < / TA—"
and so

fz,y) dy

Rm™

< / ||fy||Lp(R‘f) dy.
LP(RY) m
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Application. Let f € L'(R" and g € LP(R"). Then f * g € LP(R")
fy)g(z —y) dy

since
p 1/p
(f i
n ]RTL

< [ ([ 1rtgte-r dx)l/p 2y

- [ror ([ v as) "

= [ [fWllll, dy
-

= 171y Mlgll, -
Distribution functions. Suppose f: X — [0,00] and let pu{f >t} =

x| f(z) >t}
/deuz/ooou{f>t}dt

Theorem 0.1.
/ S dp =p/ p{f >t} dt
X 0

More generally, if ¢ s differentiable, then

[oeran=["uir>ns0) a

|f(z)]
| f] dx:/ / dt | dx
Rn re \ Jo

= / X[o.f(x)) (1) dt dx
R
R JRn

I de = / WIf1 > ) dt
R” 0
_ / u{lt] > 17} di
0
—p [ wllsl> ) s
0

and

Proof. We have

Then



4 MEASURE AND INTEGRATION: LECTURE 24

letting s = t'/7, so s? =t and dt = psP~'ds. O
Marcinkiewicz interpolation. Recall the maximal function

1
M) = swp S /B W) dy

Note if f € L>, then || M f||, < ||fll..- Thus, M maps L* into itself:
M: L>* — L.
On the other hand, by Hardy-Littlewood, if f € L, then

01) pOMf > 1) < 2 51

and M maps L' to weak L.
Using a method called Marcinkiewicz interpolation, we prove the
following.

Theorem 0.2. Let 1 <p < oo and f € LP. Then M f € L, and

(0.2) IMfll, < Cnp) [I£1],

where C(n,p) is bounded as p — oo and C(n,p) — 0o asp — 1.

Proof. Observe that M f = M |f|, so assume f > 0. Choose a constant
0 < ¢ < 1 (we will choose the best ¢ later). For t € (0,00), write
f = g + hy, where

_ ) @) f@) >
9u(@) = {0 flz) < et

So, 0 < hy(x) < ct for every x, and thus h; € L. We have
Mf < Mg+ Mhy < Mg +ct

from (0.2). Thus, Mf —ct < Mg, o if M f(x) > t, then (1 — ¢)t <

Mg, (x).
Let Ey = {f > ct}. Then

MMf >t} < MMg > (1—c)t}
37'L

< 1= ot el
3n

= A= o1 Etfdx.

from (0.1)
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Thus,

/W(Mf)” dx =p/000 MMf >t} dt
fipc /Oootp—2 (éf da:) dt
ol e

- [ (R2)

3n 1-p
Loe | ey
l—c p—1 Jzn

C(n,p) [I£1I; -

IN

Thus,
3npclfp 1/p
m 1£1,,-

-~
—1 as p—oo

Choose ¢ = 1/p’ = (p — 1) /p; this gives the best constant.

1M £, <




