Differential equations and ¢!

The system of equations below describes how the values of variables 17 and u;
affect each other over time:

du

7; = _ul + 21/[2
duz
W = Ui — 21/[2.

Just as we applied linear algebra to solve a difference equation, we can use it
to solve this differential equation. For example, the initial condition u; = 1,

up = 0 can be written u(0) = [ é }
Differential equations ‘é—‘t‘ = Au

By looking at the equations above, we might guess that over time u; will de-
crease. We can get the same sort of information more safely by looking at the

- du
eigenvalues of the matrix A = b2 ofour system —— = Au. Because
1 -2 dt
A is singular and its trace is —3 we know that its eigenvalues are A; = 0 and
Ay, = —3. The solution will turn out to include e 3! and ¢%. As t increases,

e~3 vanishes and ¢” = 1 remains constant. Eigenvalues equal to zero have

eigenvectors that are steady state solutions.

X1 = { % } is an eigenvector for which Ax; = 0x;. To find an eigenvector

corresponding to Ay = —3 we solve (A — AxI)xp = 0:
2 2 —0 _ 1
11 |x= o x2=| 4
and we can check that Ax; = —3x3. The general solution to this system of

differential equations will be:

At Aot

u(t) = c1e™'xq + e xy.
Is eM'x; really a solution to %‘ = Au? To find out, plug in u = eM’xy:
du
2= = \qeMix ,
I 1 1

which agrees with:
Au = e’\ltAxl = /\16A1tx1.

Mt Matx, are analogous to the terms A¥x; we

The two “pure” terms e'1'x; and e
saw in the solution cl)\’{xl + CZAIZ‘XZ 4+ cn)\’;xn to the difference equation

Ui = Aug.



Plugging in the values of the eigenvectors, we get:
At Aat 2 3| 1
u(t) = c1e™'xy + ce™?'xp = 1 1 | Teee 1|

We know u(0) = [ (1) ],soatt—O:

o] =ali]ee 0]

c1_cz_1/3andu(t)_§[i ]_*_éeSt[ _}

This tells us that the system starts with u; = 1 and up = 0 but that as
t approaches infinity, 11 decays to 2/3 and uy increases to 1/3. This might
describe stuff moving from u; to u,.

The steady state of this system is u(co) = [ %;2 ] .

Stability

Not all systems have a steady state. The eigenvalues of A will tell us what sort
of solutions to expect:

1. Stability: u(t) — 0 when Re(A) < 0.

2. Steady state: One eigenvalue is 0 and all other eigenvalues have negative
real part.

3. Blow up: if Re(A) > 0 for any eigenvalue A.

If a two by two matrix A = { Z Z ] has two eigenvalues with negative
-2 0

01
negative trace but one of its eigenvalues is 1 and e!f blows up. If A has a

positive determinant and negative trace then the corresponding solutions must
be stable.

real part, its trace a + d is negative. The converse is not true: [ ] has

Applying S

The final step of our solution to the system ”‘;—‘t‘ = Au was to solve:

ol 2=l )

In matrix form:



or Sc = u(0), where S is the eigenvector matrix. The components of ¢ deter-
mine the contribution from each pure exponential solution, based on the initial
conditions of the system.

In the equation ‘il—‘t‘ = Au, the matrix A couples the pure solutions. We set
u = Sv, where S is the matrix of eigenvectors of A, to get:

dv
SE = ASv
or: p
¥ —51ASv = Av.
dt
This diagonalizes the system: % = A;v;. The general solution is then:
v(t) = eMv(0), and
u(t) = SeMs7lv(0) = eMu(0).

Matrix exponential ¢4

What does e mean if A is a matrix? We know that for a real number x,
2 3

2 x" x X
X
- s T o
e n;)"! +tx+ St

We can use the same formula to define eA!:

2 3
e““:l+At+@+@+m

Similarly, if the eigenvalues of At are small, we can use the geometric series
(e

1
=) x"toestimate (I — At)™! = I+ At + (At)? + (At)3 + - - -.
n=0

1—x

We've said that et = SeS~1. If A has n independent eigenvectors we can
prove this from the definition of e4! by using the formula A = SAS™!:

(At)? | (At)°

At f— — — Y
e = I+ At+ > + G +
SA25-1 SA35-1
= SSTl4SAS 4+ 5 2+ < B
= SeMg1

It's impractical to add up infinitely many matrices. Fortunately, there is an
easier way to compute ¢’*. Remember that:

0 A 0
A= ) . )
0 --- 0 Ay,



When we plug this in to our formula for e we find that:

eMt 0o --- 0
0 et 0

oA —
0 e 0 e)\nt

This is another way to see the relationship between the stability of u(t) =
SeMS~1v(0) and the eigenvalues of A.

Second order

We can change the second order equation y” + by’ 4+ ky = 0 into a two by two
first order system using a method similar to the one we used to find a formula

/
for the Fibonacci numbers. If u = [ yy ], then

L=l

We could use the methods we just learned to solve this system, and that would
give us a solution to the second order scalar equation we started with.

If we start with a kth order equation we get a k by k matrix with coefficients
of the equation in the first row and 1’s on a diagonal below that; the rest of the
entries are 0.
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