Part II Problems and Solutions

Problem 1: [Exponential matrix]

(a) We have seen that a complex number z = a + bi determines a matrix A(z) in the follow-

ing way: A(a + bi) = [ 4

—b . : . e
b g ] . This matrix represents the operation of multiplication

by z, in the sense that if z(x + yi) = v+ wi then A(z) [ ; ] = [ Z] ] What is eA(*)!? What

is A(e*)?

(b) Say that a pair of solutions x1(t), x2(t) of the equation mX + bx + kx = 0 is normalized
att = 0if:
xl(O):l, xl(O):O

10(0) =0, i(0)=1

For example, find the normalized pair of solutions to X + 2x + 2x = 0. Then find et where
A is the companion matrix for the operator D? + 2D + 21I.

(c) Suppose that ¢* [ i ] and e? [ ; ] satisfy the equation a = Au.

(i) Find solutions uy (t) and ux(t) such thatuy(0) = [ (1) ] and uy(0) = [ (1) }
(ii) Find e4!.

(iii) Find A.

a —b
b

so the eigenvalues are a & bi. An eigenvector for A; = a + bi is given by vq such that

Solution: (a) With A = [ }, pa(A) = A2 —2aA + (a® + b?) = (A —a)?® + 12,

[ _bbl __51 ] vi = 0, and we can take vq = [ . ] The corresponding normal mode
is (@t _1 ] Its real and imaginary parts give linearly independent real solutions,

. | cos(bt) . | sin(bt) o | cos(bt)  sin(bt)
e [ in(b ]ande [ . So a fundamental matrix is given by ®(t) = e sin(bt) —cos(bt) |

cos(bt)
1 cos(bt) —sin(bt) }

P(0) = [ (1) 1 }rq’(o)l = [ 0 _01 ],soe“” = ()P(0) " = e [ sin(bt)  cos(bt)

A(eltbit) = A(e(cos(bt) + isin(bt))) = e [ Z?r?élbj:)) _Ccs):zl(oi);) } = eAlatbi)t,
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(b) s +25+2 = (s+1)%2 + 1 so the roots of the characteristic polynomial are —1 + i.
Basic solutions are given by y; = e ‘cos(t) and y» = e 'sin(t). (I write y instead of
x because the problem wrote x for the normalized solutions.) y1(0) = 1, y,(0) = —1,
12(0) =0, ¥,(0) = 1. So x; = y1 +y2 and x, = y, form a normalized pair of solutions:
x1(t) = e~ f(cost +sint), xp(t) = e Isint.

The companion matrix is A = [ _02 _12 ] Its characteristic polynomial is the same,
A2 421 42, so its eigenvalues are the same, —1 £i. An eigenvector for value —1 + i
L 1—i 1 . - 1

is given by vy such that [ o 1 } vi = 0. We can take v; = [ 14 } The

1
—1+1i

u;p =e! [ cost ] and up = e [ sinf ] ®(t) = [u; up] has ©(0) =

corresponding normal mode is e(=1+0t [ ], which has real and imaginary parts

—cost —sint —sint 4 cost
1 0 1|10 At 1 _ 4| cost+sint sint
[ -1 1 ]'(D(O) - [ 11 }'S"e = ®He0)" = —2sint  —sint+cost |’

The top entries coincide with x; and x, computed above.

- 1 1 1 1 1
o[ [ 1] 3w o 1] oo 1] [ 25,

Thuscy = 2and ¢; = —1: u; = 2¢% — e Start again for up: uy = cie’t 1 +
sC = 2 = cu = 263t _ g2t | g or uz: U = €1 1
1 0 1 1 c1+c¢
2t _ _ _ 1+ C2 _
coe [2]30[1] —uz(O)—c1[1]+cz[2] = [C1+2C2]. Thus ¢c; = —1 and
o3t 4 o2
co=1Lu = o3t 4 et

(if) We have just computed the columns of the exponential matrix:

eAt B ZeBt _ eZt —€3t + eZt
— 2€3t _ 2€2t _eSt + zeZt

(iii) The matrix A has eigenvalues 3 and 2, with eigenvectors [ 1 ] and [ ; ] The { Z Z ] [ } ] =

d 2 2
a4 2b = 2, which imply a = 4, b = —1. The bottom entries give the equations c +d = 3,

c+2d =4, whichimplyc=2,d =1. Thus A = {4 -1 ]

3[}]and [i b] [1] :2{1 } The top entries give the equations a +b = 3 and

2 1
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