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18.415/6.854 Advanced Algorithms
Problem Set 1

1. Consider P = {x : Az < b,z > 0}, where A is m x n. Show that if z is a vertex
of P then we can find sets I and J with the following properties.

(@) IC{1,...,m}, JC{1,...,n} and |I| = |J|.

(b) A’ is invertible where A’ is the submatrix of A corresponding to the rows
in / and the columns in J.

(¢) z; =0 for j ¢ J and z; = (A})~'0" where b’ denotes the restriction of b
to the indices in 7.

(Hint: Consider Q = {(z,8) : Az +Is=b,z > 0,s > 0}.)

2. In his paper in FOCS 92, Tomasz Radzik needs a result of the following form
(Page 662 of the Proceedings):

Lemma 1 Let ¢ € R" and y,. € {0,1}" for k = 1,...,q such that 2|ys1c| <
lyre| for k=1,...,q— 1. Assume that y,c = 1. Then g < f(n).

In other words, given any set of n (possibly negative) numbers, one cannot find
more than f(n) subsums of these numbers which decrease in absolute value by
a factor of at least 2.

Radzik proves the result for f(n) = O(n®logn) and conjectures that f(n) =
O*(n) where O* denotes the omission of logarithmic terms. Using linear pro-
gramming, you are asked to improve his result to f(n) = O(nlogn).

(a) Given a vector ¢ and a set of ¢ subsums satisfying the hypothesis of the
Lemma, write a set of inequalities in the variables #; > 0,7 =1...n, such
that x; = |¢;| is a feasible vector, and for any feasible vector z’ there is
a corresponding vector ¢ satisfying the hypothesis of the Lemma for the
same set of subsums.

(b) Prove that there must exist a vector ¢ satisfying the hypothesis of the
Lemma, with ¢ of the form (d, /d, ds/d, .. .,d,/d) for some integers |d|, |d,|,
Do Idﬂl — 20{:1103:1} .

(Hint: see Problem 1.)
(¢) Deduce that f(n) = O(nlogn).
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(d) (Not part of the problem set; only for those who like challenges... A
guaranteed A+ for anyone getting this part without outside help.) Show
that f(n) = Q(nlogn).

3. The maximum flow problem on the directed graph G = (V, E) with capacity
function u (and lower bounds 0) can be formulated by the following linear
program:

max w
subject to
w =38
mej—2$ji= 0 Z.?QS,t
J J —w 1=t
Tii < Uij
0 = Tyj.

(z;; represents the flow on edge (i,j); the flow has to be less or equal to the
capacity on any edge and flow conservation must be satisfied at every vertex
except the source s, where we try to maximize the flow, and the sink ¢.)

(a) Show that its dual is equivalent to:
min Z Ui Yij
(i.)eE

subject to
Zi—2i+ ;20 (i,j) € E

=0z =1
y.ngU.

(b) A cut is a set of edges of the form {(i,j) € E :i € S,j ¢ S} for some
S C V and its value is
W = Z Ui -

(i,j)EE:ES,j¢S

It separates s from ¢ if s € S and t ¢ S.

Show that a cut of value W separating s from ¢ corresponds to a feasible
solution y, z of the dual program such that

W= Z UijYij-

(i.j)EE
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(c) Given any (not necessarily integral) optimal solution y*,z* of the dual
linear program and an optimal solution z* of the primal linear program,
show how to construct from 2* a cut separating s from ¢ of value equal to
the maximum flow.

(Hint: Consider the cut defined by S = {i : 2; < 0} and use complementary
slackness conditions.)

(d) Deduce the max-flow—min-cut theorem: the value of the maximum flow
from s to t is equal to the value of the minimum cut separating s from ¢.

4. Consider the following property of vector sums.
Theorem 2 Let vy,...,v, be d—dimensional vectors such that ||v;|| < 1 for

i=1,...,n (where ||.|| denotes any norm) and

mn

Z’U,; =10;

$=1

Then there exists a permutation © of {1,...,n} such that

k
Z Un(5)
J=1

<d

o0 %= Ty

In this problem, you are supposed to prove this theorem by using linear pro-
gramming techniques.

(a) Suppose we have a nested sequence of sets
vy} =V 23 Vot 3 s 3 V5

where |Vi| = k for k = d,d + 1,...,n. Suppose further that we have
numbers Ag; satisfving:
Z /\kg’vf' = U, (1)

i€Vi
> Mi=k—d, (2)
iEVi
0<Ai <1 i € Vi, (3)
for k =d,...,n. Define a permutation 7 as follows: set 7(1),...,7(d) to

be elements of Vj in any order, and set 7(k) to be the unique element in
Vk\vk_] fork=d+1,...,n.
Show that this permutation satisfies the conditions of Theorem 2.
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(b)
()

Show that there exist An;, i = 1...n, satisfying (1), (2) and (3) for k = n.
Suppose we have constructed V,,, ..., Viyy and Aj; for j =k+1,...,n and
i € Vj satisfying (1), (2) and (3) for k +1,...,n (where £k > d). Prove
that the following system of d + 1 equalities ((4) contains d equalities),
k + 1 inequalities and k + 1 nonnegativity constraints has a solution with

at least one f3; = 0:
Y Bui=0, (4)

1€Vi41
> Bi=k-d, (5)
1€Vi4

0<p: <1 it € Vi (6)

Deduce the existence of the nested sequence and the A’s as described in

(a).

5. Consider the following optimization problem with "robust conditions”:

min{c’z : x € R*; Az > b for any A € F},

where b € R™ and F' is a set of m X n matrices:

(a)
(b)

F = {4 0¥, 5; o™ < a5 < a1}

Considering F' as a polytope in R™*", what are the vertices of F'?

Show that instead of the conditions for all A € F, it is enough to consider
the vertices of F'. Write the resulting linear program. What is its size? Is
this polynomial in the size of the input, namely m, n and the sizes of b, c,
a}™ and a}**?

Derive a more efficient description of the linear program: Write the condi-
tion on z given by one row of A, for all choices of A. Formulate this condi-
tion as a linear program. Use duality and formulate the original problem
as a linear program. What is the size of this one? Is this polynomial in
the size of the input?
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