
C H A P T E R 3 

The Acrobot and Cart-Pole 

3.1 INTRODUCTION 

A great deal of work in the control of underactuated systems has been done in the con­
text of low-dimensional model systems. These model systems capture the essence of the 
problem without introducing all of the complexity that is often involved in more real-world 
examples. In this chapter we will focus on two of the most well-known and well-studied 
model systems - the Acrobot and the Cart-Pole. These systems are trivially underactuated 
- both systems have two degrees of freedom, but only a single actuator. 

3.2 THE ACROBOT 

The Acrobot is a planar two-link robotic arm in the vertical plane (working against gravity), 
with an actuator at the elbow, but no actuator at the shoulder (see Figure 3.1). It was 
first described in detail in [61]. The companion system, with an actuator at the shoulder 
but not at the elbow, is known as the Pendubot[76]. The Acrobot is so named because 
of its resemblence to a gymnist (or acrobat) on a parallel bar, who controls his motion 
predominantly by effort at the waist (and not effort at the wrist). The most common control 
task studied for the acrobot is the swing-up task, in which the system must use the elbow 
(or waist) torque to move the system into a vertical configuration then balance. 
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FIGURE 3.1 The Acrobot 

The Acrobot is representative of the primary challenge in underactuated robots. In 
order to swing up and balance the entire system, the controller must reason about and 
exploit the state-dependent coupling between the actuated degree of freedom and the un­
actuated degree of freedom. It is also an important system because, as we will see, it 
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Section 3.3 Cart-Pole 23 

closely resembles one of the simplest models of a walking robot. 

3.2.1 Equations of Motion 

Figure 3.1 illustrates the model parameters used in our analysis. θ1 is the shoulder joint 
angle, θ2 is the elbow (relative) joint angle, and we will use q = [θ1, θ2]T , x = [q, q̇]T . 
The zero state is the with both links pointed directly down. The moments of inertia, I1, I2 

are taken about the pivots1. The task is to stabilize the unstable fixed point x = [π, 0, 0, 0]T . 
We will derive the equations of motion for the Acrobot using the method of La-

grange. The kinematics are given by: 

l1s1 l2s1+2x1 = , x2 = x1 + . (3.1)−l1c1 −l2c1+2 

The energy2 is given by: 

1 2T = T1 + T2, T1 = I1q̇1 (3.2)
2 

1 2 1 2T2 = (m2l1
2 + I2 + 2m2l1lc2c2)q̇1 + I2q̇ + (I2 + m2l1lc2c2)q̇1q̇2 (3.3)

2 2 2 

U = −m1glc1c1 − m2g(l1c1 + l2c1+2) (3.4) 

Entering these quantities into the Lagrangian yields the equations of motion: 

(I1 + I2 + m2l
2 + 2m2l1lc2c2)q̈1 + (I2 + m2l1lc2c2)q̈2 − 2m2l1lc2s2q̇1q̇2 (3.5)1 

2−m2l1lc2s2q̇ + (m1lc1 + m2l1)gs1 + m2gl2s1+2 = 0 (3.6)2 
2(I2 + m2l1lc2c2)q̈1 + I2q̈2 + m2l1lc2s2q̇1 + m2gl2s1+2 = τ (3.7) 

In standard, manipulator equation form, we have: 

I1 + I2 + m2l
2 + 2m2l1lc2c2 I2 + m2l1lc2c21H(q) = , (3.8)

I2 + m2l1lc2c2 I2 

−2m2l1lc2s2q̇2 −m2l1lc2s2q̇2C(q, q̇) = , (3.9)
m2l1lc2s2q̇1 0 

(m1lc1 + m2l1)gs1 + m2gl2s1+2 0
G(q) = , B = . (3.10)

m2gl2s1+2 1 

3.3 CART-POLE 

The other model system that we will investigate here is the cart-pole system, in which the 
task is to balance a simple pendulum around its unstable unstable equilibrium, using only 
horizontal forces on the cart. Balancing the cart-pole system is used in many introductory 
courses in control, including 6.003 at MIT, because it can be accomplished with simple 
linear control (e.g. pole placement) techniques. In this chapter we will consider the full 
swing-up and balance control problem, which requires a full nonlinear control treatment. 

1[77] uses the center of mass, which differs only by an extra term in each inertia from the parallel axis theorem. 
2The complicated expression for T2 can be obtained by (temporarily) assuming the mass in link 2 comes from 

Ta discrete set of point masses, and using T2 = miṙ ṙi, where li is the length along the second link of point i � mili 

i � 
iri. Then the expressions I2 = mil

2 and lc2 = � , and c1c1+2 + s1s1+2 = c2 can be used to 
i i mi

i 
simplify. 
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24 Chapter 3 The Acrobot and Cart-Pole 
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FIGURE 3.2 The Cart-Pole System 

Figure 3.2 shows our parameterization of the system. x is the horizontal position of 
the cart, θ is the counter-clockwise angle of the pendulum (zero is hanging straight down). 
We will use q = [x, θ]T , and x = [q, q̇]T . The task is to stabilize the unstable fixed point 
at x = [0, π, 0, 0]T . 

3.3.1 Equations of Motion 

The kinematics of the system are given by 

x x + l sin θ 
x1 = , x2 = . (3.11)0 −l cos θ 

The energy is given by 

T =
1
(mc + mp)ẋ 2 + mpẋθl ˙ cos θ +

1 
mpl

2θ̇2 (3.12)
2 2 

U = − mpgl cos θ. (3.13) 

The Lagrangian yields the equations of motion: 

(mc + mp)ẍ + mplθ ̈cos θ − mplθ̇
2 sin θ = f (3.14) 

mplẍ cos θ + mpl
2θ ̈+ mpgl sin θ = 0 (3.15) 

In standard form, using q = [x, θ]T , u = f : 

H(q)q̈ + C(q, q̇)q̇ + G(q) = Bu, 

where 

mc + mp mpl cos θ 0 −mplθ̇ sin θH(q) = , C(q, q̇) = , 
mpl cos θ mpl

2 0 0 

0 1
G(q) = , B = 

mpgl sin θ 0 

In this case, it is particularly easy to solve directly for the accelerations: 

ẍ = 
1 

f + mp sin θ(lθ̇2 + g cos θ) (3.16) 
mc + mp sin2 θ 

θ ̈= 
1 −f cos θ − mplθ̇

2 cos θ sin θ − (mc + mp)g sin θ (3.17)
l(mc + mp sin2 θ) 
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Section 3.4 Balancing 25 

In some of the follow analysis that follows, we will study the form of the equations of 
motion, ignoring the details, by arbitrarily setting all constants to 1: 

2ẍ + θ ̈cos θ − θ̇2 sin θ = f (3.18) 

ẍ cos θ + θ ̈ + sin θ = 0. (3.19) 

3.4 BALANCING 

For both the Acrobot and the Cart-Pole systems, we will begin by designing a linear con­
troller which can balance the system when it begins in the vicinity of the unstable fixed 
point. To accomplish this, we will linearize the nonlinear equations about the fixed point, 
examine the controllability of this linear system, then using linear quadratic regulator 
(LQR) theory to design our feedback controller. 

3.4.1 Linearizing the Manipulator Equations 

Although the equations of motion of both of these model systems are relatively tractable, 
the forward dynamics still involve quite a few nonlinear terms that must be considered in 
any linearization. Let’s consider the general problem of linearizing a system described by 
the manipulator equations. 

We can perform linearization around a fixed point, (x ∗ , u ∗), using a Taylor expan­
sion: 

∂f ∂f∗ ẋ = f(x, u) ≈ f(x , u ∗)+ (x−x ∗)+ (u−u ∗) (3.20)
∂x ∗ ∗ ∂u ∗ ∗ x=x ,u=u x=x ,u=u 

Let us consider the specific problem of linearizing the manipulator equations around a 
(stable or unstable) fixed point. In this case, f(x ∗ , u ∗) is zero, and we are left with the 
standard linear state-space form: 

q̇
ẋ = , (3.21)H−1(q) [Bu − C(q, q̇)q̇− G(q)] 

≈A(x − x ∗) + B(u − u ∗), (3.22) 

where A, and B are constant matrices. If you prefer, we can also define x̄ = x − x ∗ , ū = 
u − u ∗, and write
 

ẋ̄ = Ax̄ + Bū.
 

Evaluation of the Taylor expansion around a fixed point yields the following, very simple 
equations, given in block form by: 

0 I
A = (3.23)−H−1 ∂G −H−1C � � 

∗ ∗∂q x=x ,u=u 

0
B = (3.24)H−1B ∗ ∗ x=x ,u=u 

Note that the term involving ∂H−1 
disappears because Bu − Cq̇− G must be zero at the ∂qi 

fixed point. Many of the Cq̇ derivatives drop out, too, because q̇∗ = 0. 
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26 Chapter 3 The Acrobot and Cart-Pole 

Linearization of the Acrobot. 
Linearizing around the (unstable) upright point, we have: 

C(q, q̇)x=x ∗ = 0, (3.25) 

∂G −g(m1lc1 + m2l1 + m2l2) −m2gl2= (3.26)
∂q ∗ −m2gl2 −m2gl2x=x 

The linear dynamics follow directly from these equations and the manipulator form of the 
Acrobot equations. 

Linearization of the Cart-Pole System. 
Linearizing around the (unstable) fixed point in this system, we have: 

∂G 0 0
C(q, q̇)x=x ∗ = 0, = (3.27)

∂q ∗ 0 −mpgl 
x=x 

Again, the linear dynamics follow simply. 

3.4.2 Controllability of Linear Systems 

Consider the linear system 
ẋ = Ax + Bu, 

where x has dimension n. A system of this form is called controllable if it is possible to 
construct an unconstrained control signal which will transfer an initial state to any final 
state in a finite interval of time, 0 < t < tf [65]. If every state is controllable, then the sys­
tem is said to be completely state controllable. Because we can integrate this linear system 
in closed form, it is possible to derive the exact conditions of complete state controllability. 

The special case of non-repeated eigenvalues. 
Let us first examine a special case, which falls short as a general tool but may be 

more useful for understanding the intution of controllability. Let’s perform an eigenvalue 
analysis of the system matrix A, so that: 

Avi = λivi, 

where λi is the ith eigenvalue, and vi is the corresponding (right) eigenvector. There will 
be n eigenvalues for the n × n matrix A. Collecting the (column) eigenvectors into the 
matrix V and the eigenvalues into a diagonal matrix Λ, we have 

AV = VΛ. 

Here comes our primary assumption: let us assume that each of these n eigenvalues takes 
on a distinct value (no repeats). With this assumption, it can be shown that the eigenvectors 
vi form a linearly independent basis set, and therefore V−1 is well-defined. 

We can continue our eigenmodal analysis of the linear system by defining the modal 
coordinates, r with: 

x = Vr, or r = V−1x. 
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Section 3.4 Balancing 27 

In modal coordinates, the dynamics of the linear system are given by 

ṙ = V−1AVr + V−1Bu = Λr + V−1Bu. 

This illustrates the power of modal analysis; in modal coordinates, the dynamics diagonal­
ize yeilding independent linear equations: 

β = V−1B.ṙi = λiri + βij uj , 
j 

Now the concept of controllability becomes clear. Input j can influence the dynamics 
in modal coordinate i if and only if βij �= 0. In the special case of non-repeated eigenval­
ues, having control over each individual eigenmode is sufficient to (in finite-time) regulate 
all of the eigenmodes[65]. Therefore, we say that the system is controllable if and only if 

∀i, ∃j such that βij �= 0. 

Note a linear feedback to change the eigenvalues of the eigenmodes is not sufficient to 
accomplish our goal of getting to the goal in finite time. In fact, the open-loop control 
to reach the goal is easily obtained with a final-value LQR problem5, and (for R = I) is 
actually a simple function of the controllability Grammian[21]. 

A general solution. 
A more general solution to the controllability issue, which removes our assumption 

about the eigenvalues, can be obtained by examining the time-domain solution of the linear 
equations. The solution of this system is � t 

Atx(t) = e x(0) + e A(t−τ )Bu(τ)dτ. 
0 

Without loss of generality, lets consider the that the final state of the system is zero. Then 
we have: 

tf 

x(0) = − e −Aτ Bu(τ )dτ. 
0 

You might be wondering what we mean by eAt; a scalar raised to the power of a matrix..? 
zRecall that e is actually defined by a convergent infinite sum: 

1 1z e = 1 + z + x 2 + z 3 + ....
2 6 

The notation eAt uses the same definition: 

1At 1 
e = I + At + (At)2 + (At)3 + ....

2 6 

At ΛtV−1Not surprisingly, this has many special forms. For instance, e = Ve , where 
A = VΛV−1 is the eigenvalue decomposition of A [82]. The particular form we will use 
here is 

n−1
−Aτ e = αk(τ)Ak . 

k=0 
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28 Chapter 3 The Acrobot and Cart-Pole 

This is a particularly surprising form, because the infinite sum above is represented by this 
finite sum; the derivation uses Sylvester’s Theorem[65, 21]. Then we have, 

n−1

x(0) = − AkB αk(τ)u(τ)dτ 
0k=0 

tf 

n−1

= − AkBwk, where wk = αk(τ )u(τ )dτ 
0 

tf 

k=0 ⎤⎡ ⎢⎢⎢⎢⎢⎣ 

w0 

w1 

w2 
. . . 

wn−1 

⎥⎥⎥⎥⎥⎦ 
An−1BB AB A2B · · ·= − 

n×n 

The matrix containing the vectors B, AB, ... An−1B is called the controllability ma­
trix. In order for the system to be complete-state controllable, for every initial condition 
x(0), we must be able to find the corresponding vector w. This is only possible when the 
columns of the controllability matrix are linearly independent. Therefore, the condition of 
controllability is that this controllability matrix is full rank. 

Although we only treated the case of a scalar u, it is possible to extend the analysis 
to a vector u of size m, yielding the condition 

An−1Brank B AB A2B · · · = n. 
n×(nm) 

In Matlab3, you can obtain the controllability matrix using Cm = ctrb(A,B), and eval­
uate its rank with rank(Cm). 

Controllability vs. Underactuated. 
Analysis of the controllability of both the Acrobot and Cart-Pole systems reveals 

that the linearized dynamics about the upright are, in fact, controllable. This implies that 
the linearized system, if started away from the zero state, can be returned to the zero state 
in finite time. This is potentially surprising - after all the systems are underactuated. For 
example, it is interesting and surprising that the Acrobot can balance itself in the upright 
position without having a shoulder motor. 

The controllability of these model systems demonstrates an extremely important, 
point: An underactuated system is not necessarily an uncontrollable system. Underactuated 
systems cannot follow arbitrary trajectories, but that does not imply that they cannot arrive 
at arbitrary points in state space. However, the trajectory required to place the system into 
a particular state may be arbitrarly complex. 

The controllability analysis presented here is for LTI systems. A comparable analysis 
exists for linear time-varying (LTV) systems. One would like to find a comparable analysis 
for controllability that would apply to nonlinear systems, but I do not know of any general 
tools for solving this problem. 

3using the control systems toolbox 
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3.4.3 LQR Feedback 

Controllability tells us that a trajectory to the fixed point exists, but does not tell us which 
one we should take or what control inputs cause it to occur? Why not? There are potentially 
infinitely many solutions. We have to pick one. 

The tools for controller design in linear systems are very advanced. In particular, as 
we describe in 6, one can easily design an optimal feedback controller for a regulation task 
like balancing, so long as we are willing to define optimality in terms of a quadratic cost 
function: � ∞ 

J(x0) = x(t)T Qx(t) + u(t)Ru(t) dt, x(0) = x0, Q = QT > 0, R = RT > 0. 
0 

The linear feedback matrix K used as 

u(t) = −Kx(t), 

is the so-called optimal linear quadratic regulator (LQR). Even without understanding the 
detailed derivation, we can quickly become practioners of LQR. Conveniently, Matlab has 
a function, K = lqr(A,B,Q,R). Therefore, to use LQR, one simply needs to obtain the 
linearized system dynamics and to define the symmetric positive-definite cost matrices, Q 
and R. In their most common form, Q and R are positive diagonal matrices, where the 
entries Qii penalize the relative errors in state variable xi compared to the other state 
variables, and the entries Rii penalize actions in ui. 

Analysis of the close-loop response with LQR feedback shows that the task is indeed 
completed - and in an impressive manner. Often times the state of the system has to move 
violently away from the origin in order to ultimately reach the origin. Further inspection 
reveals the (linearized) closed-loop dynamics have right-half plane zeros - the system in 
non-minimum phase (acrobot had 3 right-half zeros, cart-pole had 1). 

[To do: Include trajectory example plots here] 

Note that LQR, although it is optimal for the linearized system, is not necessarily the 
best linear control solution for maximizing basin of attraction of the fixed-point. The theory 
of robust control(e.g., [96]), which explicitly takes into account the differences between the 
linearized model and the nonlinear model, will produce controllers which outperform our 
LQR solution in this regard. 

3.5 PARTIAL FEEDBACK LINEARIZATION 

In the introductory chapters, we made the point that the underactuated systems are not 
feedback linearizable. At least not completely. Although we cannot linearize the full 
dynamics of the system, it is still possible to linearize a portion of the system dynamics. 
The technique is called partial feedback linearization. 

Consider the cart-pole example. The dynamics of the cart are effected by the motions 
of the pendulum. If we know the model, then it seems quite reasonable to think that we 
could create a feedback controller which would push the cart in exactly the way necessary 
to counter-act the dynamic contributions from the pendulum - thereby linearizing the cart 
dynamics. What we will see, which is potentially more surprising, is that we can also use a 
feedback law for the cart to feedback linearize the dynamics of the passive pendulum joint. 
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30 Chapter 3 The Acrobot and Cart-Pole 

We’ll use the term collocated partial feedback linearization to describe a controller 
which linearizes the dynamics of the actuated joints. What’s more surprising is that it is 
often possible to achieve noncollocated partial feedback linearization - a controller which 
linearizes the dynamics of the unactuated joints. The treatment presented here follows 
from [78]. 

3.5.1 PFL for the Cart-Pole System 

Collocated. 
Starting from equations 3.18 and 3.19, we have 

¨ θ = −ẍc − s 

ẍ(2 − c 2) − sc − θ̇2 s = f 

Therefore, applying the feedback control law 

f = (2 − c 2)ẍ d − sc − θ̇2 s (3.28) 

results in 

ẍ =ẍ d 

θ ̈= − ẍd c − s, 

which are valid globally. 

Non-collocated. 
Starting again from equations 3.18 and 3.19, we have 

¨ θ + s 
ẍ = − 

c 

¨ θ(c − 
2
) − 2 tan θ − θ̇2 s = f 

c 

Applying the feedback control law 

f = (c − 
2
)θ̈d − 2 tan θ − θ̇2 s (3.29) 

c 

results in 

θ ̈=θ̈d 

1 ̈  ẍ = − θd − tan θ. 
c 

Note that this expression is only valid when cos θ �= 0. This is not surprising, as we know 
that the force cannot create a torque when the beam is perfectly horizontal. 
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3.5.2 General Form 

For systems that are trivially underactuated (torques on some joints, no torques on other 
joints), we can, without loss of generality, reorganize the joint coordinates in any underac­
tuated system described by the manipulator equations into the form: 

H11q̈1 + H12q̈2 + φ1 = 0, (3.30) 
H21q̈1 + H22q̈2 + φ2 = τ, (3.31) 

with q ∈ �n , q1 ∈ �m , q2 ∈ �l , l = n − m. q1 represents all of the passive joints, 
and q2 represents all of the actuated joints, and the φ terms capture all of the Coriolis and 
gravitational terms, and 

H11 H12H(q) = .H21 H22 

Fortunately, because H is uniformly positive definite, H11 and H22 are also positive defi­
nite. 

Collocated linearization. 
Performing the same substitutions into the full manipulator equations, we get: 

¨ = −H−1 (3.32)q1 11 [H12q̈2 + φ1] 

(H22 − H21H−1H12)q̈2 + φ2 − H21H−1φ1 = τ (3.33)11 11 

It can be easily shown that the matrix (H22 − H21H−1H12) is invertible[78]; we can see 11 
from inspection that it is symmetric. PFL follows naturally, and is valid globally. 

Non-collocated linearization. 

q̈2 = −H+ [H11q̈1 + φ1] (3.34)12 

(H21 − H22H+ H11)¨ 12φ1 = τ (3.35)12 q1 + φ2 − H22H+ 

Where H+ is a Moore-Penrose pseudo-inverse. This inverse provides a unique solu­12 
tion when the rank of H12 equals l, the number of passive degrees of freedom in the system 
(it cannot be more, since the matrix only has l rows). This rank condition is sometimes 
called the property of “Strong Inertial Coupling”. It is state dependent. Global Strong 
Inertial Coupling if every state is coupled. 

Task Space Linearization. 
In general, we can define some combination of active and passive joints that we 

would like to control. This combination is sometimes called a “task space”. Consider an 
output function of the form, 

y = f(q), 
∂f ∂fwith y ∈ �p, which defines the task space. Define J1 = , J2 = , J = [J1, J2].∂q1 ∂q2 

THEOREM 4 (Task Space PFL). If the actuated joints are commanded so that 

q̈2 = J̄+ v − J̇q̇ + J1H−1φ1 , (3.36)11 
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where J̄ = J2 − J1H−1H12. and J̄+ is the right Moore-Penrose pseudo-inverse, 11 

J̄+ = J̄T (J̄J̄T )−1 , 

then we have 
ÿ = v. (3.37) 

subject to 
rank J̄ = p, (3.38) 

Proof. Differentiating the output function we have 

ẏ = Jq̇
˙ÿ = Jq̇ + J1q̈1 + J2q̈2. 

Solving 3.30 for the dynamics of the unactuated joints we have: 

q̈1 = −H−1(H12q̈2 + φ1) (3.39)11 

Substituting, we have 

ÿ =J̇q̇− J1H−1 q2 + φ1) + J2q̈2 (3.40)11 (H12 ̈

=J̇q̇ + J̄q̈2 − J1H−1φ1 (3.41)11 

=v (3.42) 

Note that the last line required the rank condition (3.38) on J̄ to ensure that the rows 
of J̄ are linearly independent, allowing J̄J̄+ = I. 

In order to execute a task space trajectory one could command 

v = ÿd + Kd(ẏd − ẏ) + Kp(yd − y). 

Assuming the internal dynamics are stable, this yields converging error dynamics, (yd−y), 
when Kp, Kd > 0[75]. For a position control robot, the acceleration command of (3.36) 
suffices. Alternatively, a torque command follows by substituting (3.36) and (3.39) into 
(3.31). 

EXAMPLE 3.1 End-point trajectory following with the Cart-Pole system 

Consider the task of trying to track a desired kinematic trajectory with the endpoint 
of pendulum in the cart-pole system. With one actuator and kinematic constraints, we 
might be hard-pressed to track a trajectory in both the horizontal and vertical coordinates. 
But we can at least try to track a trajectory in the vertical position of the end-effector. 

Using the task-space PFL derivation, we have: 

y = f(q) = −l cos θ 

ẏ = lθ̇ sin θ 

If we define a desired trajectory: 

y d(t) = 
l 

+ 
l 

sin(t),
2 4 
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then the task-space controller is easily implemented using the derivation above. 

Collocated and Non-Collocated PFL from Task Space derivation. 
The task space derivation above provides a convenient generalization of the par­

tial feedback linearization (PFL) [78], which emcompasses both the collocated and non-
collocated results. If we choose y = q2 (collocated), then we have 

J1 = 0, J2 = I, J̇ = 0, J̄ = I, J̄+ = I. 

From this, the command in (3.36) reduces to q̈2 = v. The torque command is then 

τ = −H21H−1(H12v + φ1) + H22v + φ2,11 

and the rank condition (3.38) is always met.
 
If we choose y = q1 (non-collocated), we have
 

J1 = I, J2 = 0, J̇ = 0, J̄ = −H−1H12.11 

The rank condition (3.38) requires that rank(H12) = l, in which case we can write 
J̄+ = −H+ H11, reducing the rank condition to precisely the “Strong Inertial Coupling” 12

condition described in [78]. Now the command in (3.36) reduces to 

q̈2 = −H+ (3.43)12 [H11v + φ1] 

The torque command is found by substituting q̈1 = v and (3.43) into (3.31), yielding the 
same results as in [78]. 

3.6 SWING-UP CONTROL 

3.6.1 Energy Shaping 

Recall the phase portraits that we used to understand the dynamics of the undamped, un­
actuated, simple pendulum (u = b = 0) in section 2.2.2. The orbits of this phase plot were 
defined by countours of constant energy. One very special orbit, known as a homoclinic 
orbit, is the orbit which passes through the unstable fixed point. In fact, visual inspection 
will reveal that any state that lies on this homoclinic orbit must pass into the unstable fixed 
point. Therefore, if we seek to design a nonlinear feedback control policy which drives the 
simple pendulum from any initial condition to the unstable fixed point, a very reasonable 
strategy would be to use actuation to regulate the energy of the pendulum to place it on this 
homoclinic orbit, then allow the system dynamics to carry us to the unstable fixed point. 

This idea turns out to be a bit more general than just for the simple pendulum. As we 
will see, we can use similar concepts of ‘energy shaping’ to produce swing-up controllers 
for the acrobot and cart-pole systems. It’s important to note that it only takes one actuator 
to change the total energy of a system. 

Although a large variety of swing-up controllers have been proposed for these model 
systems[30, 5, 94, 79, 54, 12, 61, 49], the energy shaping controllers tend to be the most 
natural to derive and perhaps the most well-known. 
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3.6.2 Simple Pendulum 

Recall the equations of motion for the undamped simple pendulum were given by 

ml2θ ̈+ mgl sin θ = u. 

The total energy of the simple pendulum is given by 

E =
1 
ml2θ̇2 − mgl cos θ. 

2 

To understand how to control the energy, observe that 

Ė =ml2θ̇θ ̈+ θ̇mgl sin θ 

=θ̇ [u − mgl sin θ] + θ̇mgl sin θ 

˙=uθ. 

In words, adding energy to the system is simple - simply apply torque in the same direction 
as θ̇. To remove energy, simply apply torque in the opposite direction (e.g., damping). 

To drive the system to the homoclinic orbit, we must regulate the energy of the 
system to a particular desired energy, 

Ed = mgl. 

If we define Ẽ = E − Ed, then we have 

˙̃ ˙ ˙E = E = uθ. 

If we apply a feedback controller of the form 

u = −kθ̇ ˜ k > 0,E, 

then the resulting error dynamics are 

Ė̃ = −kθ̇2 Ẽ. 

These error dynamics imply an exponential convergence: 

Ẽ → 0, 

except for states where θ̇ = 0. The essential property is that when E > Ed, we should 
remove energy from the system (damping) and when E < Ed, we should add energy 
(negative damping). Even if the control actions are bounded, the convergence is easily 
preserved. 

This is a nonlinear controller that will push all system trajectories to the unstable 
equilibrium. But does it make the unstable equilibrium locally stable? No. Small pertur­
bations may cause the system to drive all of the way around the circle in order to once 
again return to the unstable equilibrium. For this reason, one trajectories come into the 
vicinity of our swing-up controller, we prefer to switch to our LQR balancing controller to 
performance to complete the task. 
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3.6.3 Cart-Pole 

Having thought about the swing-up problem for the simple pendulum, let’s try to apply the 
same ideas to the cart-pole system. The basic idea, from [23], is to use collocated PFL 
to simplify the dynamics, use energy shaping to regulate the pendulum to it’s homoclinic 
orbit, then to add a few terms to make sure that the cart stays near the origin. The collocated 
PFL (when all parameters are set to 1) left us with: 

ẍ = u (3.44) 
¨ θ = −uc − s (3.45) 

The energy of the pendulum (a unit mass, unit length, simple pendulum in unit gravity) is 
given by: 

E(x) = 
1 
θ̇2 − cos θ. 

2 

The desired energy, equivalent to the energy at the desired fixed-point, is 

Ed = 1. 

Again defining Ẽ(x) = E(x) − Ed, we now observe that 

Ė̃(x) = Ė(x) = θ̇θ ̈+ θs ˙

=θ̇[−uc − s] + θ̇s 

= − uθ̇ cos θ. 

Therefore, if we design a controller of the form 

u = kθ̇ cos θ ˜ k > 0E, 

the result is 

Ė̃ = −kθ̇2 2 θ ˜cos E. 

This guarantees that |Ẽ| is non-increasing, but isn’t quite enough to guarantee that it will 
go to zero. For example, if θ = θ̇ = 0, the system will never move. However, if we have 
that � t 

θ̇2(t�) cos2 θ(t�)dt� →∞, as t →∞, 
0 

then we have Ẽ(t) → 0. This condition is satisfied for all but the most trivial trajectories. 
Now we must return to the full system dynamics (which includes the cart). [23] and 

[80] use the simple pendulum energy controller with an addition PD controller designed to 
regulate the cart: 

d ẍ = kE θ̇ cos θẼ − kpx − kdx.˙

[23] provided a proof of convergence for this controller with some nominal parameters. 
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FIGURE 3.3 Cart-Pole Swingup: Example phase plot of the pendulum subsystem using 
energy shaping control. The controller drives the system to the homoclinic orbit, then 
switches to an LQR balancing controller near the top. 

3.6.4 Acrobot 

Swing-up control for the acrobot can be accomplished in much the same way. [79] - pump 
energy. Clean and simple. No proof. Slightly modified version (uses arctan instead of sat) 
in [77]. Clearest presentation in [80]. 

Use collocated PFL. (q̈2 = ẍd).
 

1
 
E(x) = q̇T Hq̇ + U(x).

2 

Ed = U(x ∗). 
˜ū = q̇1E. 

d ẍ u,= −k1q2 − k2q̇2 + k3 ̄

Extra PD terms prevent proof of asymptotic convergence to homoclinic orbit. Proof 
of another energy-based controller in [94]. 

3.6.5 Discussion 

The energy shaping controller for swing-up presented here are pretty faithful representa­
tives from the field of nonlinear underactuated control. Typically these control derivations 
require some clever tricks for simplifying or canceling out terms in the nonlinear equa­
tions, then some clever Lyapunov function to prove stability. In these cases, PFL was used 
to simplify the equations, and therefore the controller design. 

These controllers are important, representative, and relevant. But clever tricks with 
nonlinear equations seem to be fundamentally limited. Most of the rest of the material pre­
sented in this book will emphasize more general computational approaches to formulating 
and solving these and other control problems. 
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3.7 OTHER MODEL SYSTEMS 

The acrobot and cart-pole systems are just two of the model systems used heavily in un­
deractuated control research. Other examples include: 

• Pendubot 

• Inertia wheel pendulum 

• Furata pendulum (horizontal rotation and vertical pend) 

• Hovercraft 

• Planar VTOL 
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