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Problem Set No. 5 Due 04/25/1994

Reading: Chapters 9,10,11.

Do the following problems from Ljung's book:

a. 7G.3

b. 7E.6

c. 7D.1

d. 7D.5

---. e. 7G.1 (a,b,c)

f. 7C.2

g. 8G.2

-h. 8E.2

i. 8E.3

h. 8E.4

i. 9G.3

k. 9E.2



Problem 2

Let the output of some physical process be given by:

y(t = Oo(t)e(t)

where u is a known input, e is a white gaussian noise with variance = 1, and

00 is a real unknown parameter. Let the predictor have the form:

= u(t)

1. Let Isx be the estimate of 00 that minimizes the prediction error

VN(, ZN) = (t0)

Compute the limit of OjS . Justify your method.

2. Compute M L, the maximum likelihood estimate of 00. Can the sign

of NML be determined?

3. What is the limit of 0 N L as N goes to infinity. Compute the asymptotic

covariance of L? Does the covariance go to zero? Explain your

results.



Problem 3

Given the model structure:

y(t) = Gf(u(t)) + e(t)

where
G B(q)

A(q)'

with the leading coefficient of the polynomial A equal to 1. f is a memoryless

nonlinearity of the form

f(u) = 1U+ a2U',

and e is a noise process. Assume that the real system has the above structure.

1. Show how to identify the above system. (Hint: It may be useful to

think of this system as a multi-ifiput system).

2. Is the model structure globally identifiable? If not, under what condi-

tions on G will it be?

3. What is the minimal number of sinusoids that are needed to guarantee

that the data is informative enough with respect to the above model

structure when the noise e = 0?

4. Repeat (3) with e white noise.

5. Comment on how to identify a system with a dead zone at the input,

i.e.,

0 if -a < u(t) < a
f(u)= u-a if u(t) > a

u+ a if u(t) < -a



Problem 4
Let the output of a process be given by

y(t) = Gou(t) + v(t)

where Go is linear time-invariant, with an impulse response satisfying Igo(k)lI<

Apk, A > 0, p < 1, and v is the noise process. We would like to identify Go

such that the estimate satisfies

EIGo - GII = E Igo(k) - §(k)l 2] < 6

for some 6. The inputs are deterministic, bounded, quasi-stationary signals,

with a bounded correlation function.

1. Show that the model structures

M = {Gig(k) = 0, Vk > n}

are appropriate for identifying the system Go.

2. Asssume that v is a white noise process with variance A uncorrelated

with the input and that the input is sufficientlyrich. The input and
output are observedfor 0 < t < N, compute the LS estimate in M,,

i.e., the impulse response in Mn that minimizes the quadratic prediction

error criterion. Find a lower and upper bounds on EIIGo- GII such

that their difference goes to zero as n goes to infinity.

3. Assume now that the noise v is not stochastic but is modelled as an

unknown signal with energy less than or equal to one, i.e. Ilvl12 < 1.

Using the estimate of (2), compute the worst case error:

max JIGo- Gl

(The expected value operator is not necessary since all the quantities

are deterministic). Compare this quantity with the error derived in the

previous part.



4. What is the minimum order of excitation that the input has to have in

order to obtain an informative set of data. Answer for both models of

the noise.

5. Discuss the choice of the above model structures to estimate the system.

What are the advantages and disadvantages of the above structure

over a rational output-error model structure in terms of input richness,

computational burden, and number of parameters?

6. If p were unknown, propose a procedure to estimate Go in the model

structures Mn.

7. I claim that if I use the model structure Mr to identify the plant, I

can immediately calculate the increase in the value of the quadratic

prediction error for any smaller structure Mi, i < r. Prove or disprove

my claim.

8. Show how to estimate the plant using the correlation method. Compare

with the above approach.




