6.252 NONLINEAR PROGRAMMING
LECTURE 14: INTRODUCTION TO DUALITY
LECTURE OUTLINE

o Convex Cost/Linear Constraints
e Duality Theorem

e Linear Programming Duality

o Quadratic Programming Duality

Linear inequality constrained problem

minimize f(x)

subjectto o)z < by, ji=1,...,m

where £ is convex and continuously differentiable
over R,



LAGRANGE MULTIPLIER RESULT

Let J c {1,...,r}. Then z* is a global min if and
only if z* Is feasible and there exist n5 >0, j € J,

such that px =oforall j € J ¢ A(z*), and
" - ‘(o' — b; }
z" = arg a;}l;j {f(fv)JrZMg(%x i)
igJ J€J

Proof: Assume z* IS global min. Then there exist
pr > 0, such that p*(af2* —b;) = 0 for all j and

Vf(z*) + Z;Zl pra; = 0, Implying

¥ = argxrélg%nn {f(:c) + Z,u;f(a;x — bj)}.
Since p(alz* —b;) = 0 for allg,

fa*) = min {f(fL‘)JrZuj(a o= b))
Since pi(aix —bj) <0 If aj:zc—b <0,

f(z™) < arilfi {f(w)+§:u§(a§m—bj)}

JEJ

< gmin Y@+ G-}

igJ 7ed



PROOF (CONTINUED)

Conversely, if z* Is feasible and there exist scalars
w, j € J with the stated properties, then

(Vf(x*)—l—z,u;aj) (x—x*) >0, if a;a: <bj, Vjé&lJ
jedJ
For all = that are feasible for the original problem,

alx <bj =a/z* forall j € A(z*). Since px =01f j e J
and j ¢ A(z*),

Zu;a;(:c —z) <0,

jeJ
which implies
Vi) (z—2%) >0

for all feasible z. Hence z* iIsaglobal min. Q.E.D.

e Note that the same set of e works for all index
sets J.



THE DUAL PROBLEM

o Consider the problem

mip - f(x)

where 7 Is convex and cont. differentiable over R~
and X is polyhedral.

o Define the dual function q : R™ — [—o0, c0)
) = inf La,w) = int {1(2) + 2; i (@ b)) |
j=

and the dual problem

rl?zagq(u)-
e If X is bounded, the dual function takes real
values. In general, ¢(x) can take the value —.

The “effective” constraint set of the dual is
Q=11 |p>0, q(u) > —oco;.



DUALITY THEOREM

(a) If the primal problem has an optimal solution,
the dual problem also has an optimal solution and
the optimal values are equal.
(b) z* I1s primal-optimal and .* I1s dual-optimal if
and only if z* is primal-feasible, »* > 0, and

fx®) = L(z", p") = min Lz, p™).

Proof: (@) Letz* be a primal optimal solution. For
all primal feasible =, and all . > 0, we have W (ax —

b;) <o forall j, so

< inf x) + (a'x— b, }
quiwx%ﬁwdﬂww{ﬂ> E;M(g )
J:

< inf  f() = f(a").
(*)

By L-Mult. Th., there exists »* > 0 such that p (ol z —
b;) =0 for all j, and z* = argmin,c x L(z, u*), SO
a(p*) = L(z*, ") = F@) + > pj(aja” —by) = f(@").

j=1



PROOF (CONTINUED)

(b) If z* Is primal-optimal and .* is dual-optimal,
by part (a)
f(@®) =q(p"),

which when combined with Eq. (*), yields
f(@®) = L(z™, p*) = q(p*) = iréi)r; L(z, p*).

Conversely, the relation f(z*) = mingcx L(z, u*) IS
written as f(z*) = q(u*), and since z* IS primal-
feasible and »* > 0, EQ. (*) Implies that z* Is primal-
optimal and .* is dual-optimal. Q.E.D.

e Linear equality constraints are treated similar to
Inequality constraints, except that the sign of the
Lagrange multipliers is unrestricted:

Primal: min f(x)

reX, e;w:di, 1=1,....m a;.acgbj, j=1,...,r

Dual: max A, ) = max inf L(x, \, ).
AEﬁRm,,uEOQ( 'u) AER™M u>0xeX ( 'u)



THE DUAL OF A LINEAR PROGRAM
o Consider the linear program

minimize ¢z
subjectto ez =d;, i=1,...,m, x>0

¢ Dual function

qg(A) = ;rzlfo {zn: <cj — zm:)\ieij> x; + zm:)\idi} .

j=1

o Ifc; —>"" Xiey > 0 for all j, the infimum is
attained for z = 0, and ¢(\) = Zj;l./\id%. If ¢; —
ZL M\iei; < 0for some j, the expression in braces

can be arbitrarily small by taking z; suff. large, so
qg(\) = —oco. Thus, the dual is

™m
maximize Z Aid;
=1

m
subject to Z/\iezj <cj, i=1,....n.
1=1



THE DUAL OF A QUADRATIC PROGRAM

o Consider the guadratic program
minimize 1z'Qz +c'z
subjectto Az <,

where Q is a given n xn positive definite symmetric
matrix, A is a given r x n matrix, and » ¢ ®" and
c € ®™ are given vectors.

e Dual function:

q(p) = x16n£n {%x/Qx +cdz+ p (Ax — b)} :

The infimum is attained for z = —Q—'(c¢+ A’p), and,
after substitution and calculation,

q(p) = =i AQT A — W (b+ AQ7 ') — Q7 e

o The dual problem, after a sign change, is
minimize iy Pu+tp
subjectto u > o0,

where P = AQ— 1A’ and t = b+ AQlc.



