6.252 NONLINEAR PROGRAMMING
LECTURE 7: ADDITIONAL METHODS
LECTURE OUTLINE

e Least-Squares Problems and Incremental Gra-
dient Methods

e Conjugate Direction Methods
e The Conjugate Gradient Method
e Quasi-Newton Methods

e Coordinate Descent Methods

¢ Recall the least-squares problem:

minimize f(x)= i||g(x)||? =1 Z |gi(x)||?
subject to x € R~,

where g = (g1,...,9m), gi : ’* — R,



INCREMENTAL GRADIENT METHODS

e Steepest descent method

rhtl = zk —akV f(zk) = 2k —aF Z Vgi(zk)gi(zF)

=1
e Incremental gradient method:

Vi = i1 — abVgi(Yi—1)gi(Pi-1), t=1,....m

Yo =gk, okl =y,
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Advantage of incrementalism



VIEW AS GRADIENT METHOD W/ ERRORS

e Can write incremental gradient method as

PR = 2k — ok Y Vgi(ak)gi(a)
1=1

+ak Y (Vgi(ak)gi(a®) — Vgi(vi-1)gi(vi-1))

1=1

e Error term is proportional to stepsize ok

e Convergence (generically) for a diminishing step-
size (under a Lipschitz condition on Vg;g;)

e Convergence to a “neighborhood” for a constant
stepsize



CONJUGATE DIRECTION METHODS

e Aim to improve convergence rate of steepest
descent, without incurring the overhead of New-
ton’s method

¢ Analyzed for a quadratic model. They require n
iterations to minimize f(z) = (1/2)x’Qx — b’ x with
() an n x n positive definite matrix ¢Q > 0.

e Analysis also applies to nonguadratic problems
In the neighborhood of a nonsingular local min
e Directionsd!, ..., d* are Q-conjugate, if di' QdJ
0 for all 7 #£

e Generic conjugate direction method: zF+tl =

xk + oFdk where the dks are (Q-conjugate and o
IS obtained by line minimization

wl

dl=Q-1/2yl

Expanding Subspace Theorem



GENERATING Q-CONJUGATE DIRECTIONS

e Given set oflinearly independentvectors 0, . . ., &k,
we can construct a set of ()-conjugate directions
do,...,dk s.t. Span(dO, ..., d") = Span(&9,... &)

e Gram-Schmidt procedure. Start with d° = &9,
If for some 1 < k, d9,...,d" are ()-conjugate and
the above property holds, take

di+l = gitl 4 Z clit)mgm.

m=0

choose cli+1)m g0 di+1 is (9-conjugate to d°, . . ., d¢,

. /
di—l—l’de _ é‘z’—l—l’@d]‘_'_ (Z C(i—|—1)mdm> de — 0.
m=0

d2= %2 4220940 + 2131
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CONJUGATE GRADIENT METHOD

o Apply Gram-Schmidt to the vectors &F = gk =
Vf(xk), k=0,1,....,n—1

g Qdi
dh=—gt + S L2,
g Zod”/Qd”

e Key fact: Direction formula can be simplified.

Proposition : The directions of the CGM are
generated by dY = —¢Y, and

dk = —gk + Bkdk—1, k=1,...,n—1,
where 5k is given by

k! 4k k _ k—1\/ ok
g — 99 or ﬁk:(g g )'g

Furthermore, the method terminates with an opti-
mal solution after at most n steps.

e Extension to nonquadratic problems.



QUASI-NEWTON METHODS

o zktl = gk — @k DEV f(xF), where Dk is an
Inverse Hessian approximation

e Keyidea: Successive iterates z*, r¥+1 and gra-
dients Vf(xk), V f(xk+1), yield curvature info

g~ ~ V2 f(ak+1)pk,
pk = aktl —gk gk = Vf(ahtl) — V f(zF).

VZf(xn) ~ [QO qn—l}[po pn—l}

e Most popular Quasi-Newton method is a clever
way to implement this idea
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pkpk’  Dkgkgk’ Dk

Dk+1 = Dk _ + Ehrhykyk’
pk gk gk’ Dk gk §
k k gk
ok = = DTk Dk, 0 < k<1
pkigh "

and DO > 0 is arbitrary, o* by line minimization,
and D = ()—1 for a quadratic.



NONDERIVATIVE METHODS

e Finite difference implementations

e Forward and central difference formulas

D < L (Fak o+ he) — Fa)
a];(;k) ~ %(f(az:’~C + hei) — f(xk — he;))

e Use central difference for more accuracy near
convergence

o Coordinate descent.
Applies alsotothe case
Xm@ where there are bound
K constraints on the vari-
ables.

e Direct search methods. Nelder-Mead method.



PROOF OF CONJUGATE GRADIENT RESULT

e Use induction to show that all gradients g* gen-
erated up to termination are linearly independent.
True for £ = 1. Suppose no termination after k
steps, and ¢Y, ..., ¢g%—1 are linearly independent.
Then, Span(d°,...,d*=1) = Span(g°,..., gk 1)
and there are two possibilities:

— gk = 0, and the method terminates.

— g% # 0, in which case from the expanding
manifold property

gk is orthogonal to dY, ..., dk-1
gk is orthogonal to ¢0,..., gk~ 1
so gk is linearly independent of g9, ..., gk—1,

completing the induction.

e Since at most n lin. independent gradients can
be generated, ¢g* = 0 for some k < n.

e Algebra to verify the direction formula.



