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Problem 4.1

For THE SISO FEEDBACK DESIGN FROM FIGURE 4.1, WHERE IT IS KNOWN THAT
P(2) = 0 AND 1 4 2j ARE POLES OF P, FIND A LOWER BOUND (AS GOOD AS YOU
CAN) ON THE H-INFINITY NORM OF THE CLOSED-LOOP COMPLEMENTARY SENSITIVITY
TRANSFER FUNCTION T = T'(s) (FROM 7 TO v), ASSUMING THAT C = C(s) IS A
STABILIZING CONTROLLER, |T(jw) — 1| < 0.2 FOR |w| < 10, AND |T'(jw)| < 0.1 FOR
lw| > 20.
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Figure 4.1: A SISO Feedback Setup

Since P(2) = 0 and P(1 + 2j) = oo, we have S(2) = 1 and S(1 &+ 2j) = 0, where
S =1—T is the sensitivity function. By specifications, |S(jw)| < 0.2 for |w| < 10, and
|S(jw)| < 1.1 for |w| > 20. Let z1,..., 2, denote the unstable zeros (possibly repeated) of
S, except the ones at 1+ 2j. Define

s24+25+5s5+ 2 S+ zn
s2—2s+5s—2 s—2z,

S =
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Then S,,, is stable, has no unstable zeros, and satisfies S(c0) = 1. Hence log(S,,,) belongs
to the class H2, and

1 /‘X’ 21og |Spmp(jw)|dw z/oo log |S(2jw)|dw
4+ w? T Jo '

10g |Symp(2)] = =
08 Smp(2)] = — -

—0o0

Since |Spmp(jw)| = |S(jw)|, and Sp,,(2) = 13/5, this implies

™ 13 < /5 log(0.2)dw /10 log(]|S|ec)dw  log(1.1)dw
J— O _ e
2 %5 = o l14+w? 5 1+ w? 1+ w?
= arctan(5)log(0.2) + (arctan(10) — arctan(5)) log(||S]|e0) + (7/2 — arctan(10)) log(1.1).
Hence
Zlog 2 — arctan(5)log(0.2) — (/2 — arctan(10)) log(1.1)
log [|Sllec = :

arctan(10) — arctan(5)

ie.
[T]|loe > [|S]loc — 1 > 2.8-10".

Problem 4.2

(a) APPLY THE FORMULAE FOR H2 OPTIMIZATION TO A STANDARD SETUP WITH A
HURWITZ MATRIX A AND WITH By = 0 TO EXPRESS THE H2 NOrRM Or CT LTI
MIMO STATE SPACE MODEL

y=Czx, 2 =Ax+ Bf

IN TERMS OF MATRICES C' AND P, WHERE P = P’ IS THE SOLUTION OF THE
LYAPUNOV EQUATION
AP+ PA'= —BB'.

Consider the standard feedback optimization problem defined by

T = Az + Buwy, z:[cf},y:wg, w:{wll

(%)

The optimal controller is obviously u = 0, i.e. the closed loop system has same H2
norm as G(s) = C(sI — A)™'B.



According to the solution to H2 feedback optimization problem, the square of opti-
mal H2 norm equals

trace(BiniBl) + traCe(D12KfiP86K}iD/12),

where Py;, P, and Ky, K, are the stabilizing solutions of the Riccati equations
and the corresponding optimal state feedback gains in the associated abstract H2
optimization problems.

In our case K = L =0, and Py;, P;. satisfy
C'C + Py A+ A'P;; =0, BB'+ AP, + P, A"’ =0.
This immediately yields the formula
|G ||3;5 = trace(B'W,B),

where W, = Py; = @ is the observability Gammian of system G, a solution of the
Lyapunov equation
QA+ AQ=-C'C.

Noting that H2 norms of systems C'(sI — A)~'B and B'(sI — A’)~'C’ must be equal
(since trace of MM’ equals trace of M’ M for all M), we get the equivalent formula

|G||3, = trace(CW,C"),

where W, = P,, = P is the controllability Gammian of system G, a solution of the
Lyapunov equation
AP + PA' = —-BB'.

USE THE RESULT FROM (A) TO OBTAIN AN EXPLICIT (WITH RESPECT TO ag, a1, d2)
FORMULA FOR THE H2 NORM OF SYSTEM WITH TRANSFER FUNCTION

1
s3 + ass? + a8+ ag’

WHERE ag, a1, 02 ARE POSITIVE REAL NUMBERS SUCH THAT aja2 > ag.

G(s) =

Using the state space realization with

A=| 0 0 1 |,B=|0]|,C=[10 0],



and solving the Lyapunov equation AP + PA’ = —BB’ as a set of linear equations
with respect to the components of P = P’, yields

1 (IQ/CL() 0 —1
P=—— 0 1 0
2(@1@2 — (l()) 1 O a

Hence

a2
G = .
|| ||H2 \/2@0(@1@2 — (10)

(¢) USE MATLAB TO CHECK NUMERICALLY CORRECTNESS OF YOUR ANALYTICAL
SOLUTION.

The script is given in ps4_2.m.

Problem 4.3

AN UNDAMPED LINEAR OSCILLATOR WITH 3 DEGREES OF FREEDOM IS DESCRIBED AS
A SISO LTI SYSTEM WITH CONTROL INPUT v, “POSITION” OUTPUT ¢, AND TRANSFER

FUNCTION ]

(1+s2)(4+s2)(16 + s2)
THE POSITION OUTPUT q IS MEASURED WITH DELAY AND NOISE, SO THAT THE SENSOR

OUTPUT ¢ IS DEFINED AS g = 0.1f; +¢, WHERE ¢ IS OUTPUT OF AN LTI SYSTEM WITH
INPUT ¢ AND TRANSFER FUNCTION

P()(S) =

_1—s

Fils) = 1+s

THE TASK IS TO DESIGN AN L'TT CONTROLLER WHICH TAKES g AND A SCALAR REFER-
ENCE SIGNAL 7 AS INPUTS, PRODUCES v AS ITS OUTPUT, AND SATISFIES THE FOLLOW-
ING SPECIFICATIONS, ASSUMING 7 IS THE OUTPUT OF AN LTI SYSTEM WITH INPUT f5
AND TRANSFER FUNCTION /o

2a

s+a’
WHERE a > 0 IS A PARAMETER, AND f = [f1; f2] IS A NORMALIZED WHITE NOISE:

Py(s) =

(A) THE CLOSED LOOP SYSTEM IS STABLE;

(B) THE CLOSED LOOP DC GAIN FROM R TO Q EQUALS 1;



(C) THE MEAN SQUARE VALUE OF CONTROL SIGNAL v IS WITHIN 100;

(D) THE MEAN SQUARE VALUE OF TRACKING ERROR € = ¢ — r IS AS SMALL AS
POSSIBLE (WITHIN 20 PERCENT OF ITS MINIMUM SUBJECT TO CONSTRAINTS

(4)-(0))-

USE H2 OPTIMIZATION TO SOLVE THE PROBLEM FOR a = 0.2 AND a = 0.01.

The MATLAB design code ps4_3.m uses SIMULINK diagram ps4_3a.mdl. Note how
asymptotic tracking is forced by adding a pure integrator to the controller structure.
Parameter r us used to tune the mean square control value (the smaller r, the large it is).
Parameter d weights the artificial costs and noises introduces to assure non-singularity
of the design setup. The Bode plot demonstrates asymptotic tracking in the closed loop
system.

For a = 0.01, a decent tracking error of 0.2 (20 percent of reference) can be achieved.
For a = 0.2 performance is very poor at 0.78. For a = 1, the “tracking” task is essentially
not approached.



