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Problem Set 3 Solutions

Problem 3-1. Pattern Matching

PrincipalSkinnerhasa problem:heis absolutelysurethatBart Simpsorhasplagiarizedsometext
on a recentbook report. One of Bart’'s sentencesoundsoddly familiar, but Skinnercan’t quite
figure out whereit camefrom. Skinnerdecidesto seeif somesmart-aledIT studentcanhelp
him out.

Skinnergivesyou a DVD containingthe full text of the Springfieldpublic library. The datais

storedin a binary string T'[1],T[2], ..., T[n], which we view asan array T'[1 .. n|, whereeach
Ti] is either0 or 1. Skinneralsogivesyou the quotefrom Bart Simpson’sbookreport,a shorter
binary string P[1..m], againwhereeachP[i] is either( or 1, andwherem < n. Forabinary
string A[1.. k] andfor integersi, j with 1 < ¢ < j < k, we usethe notation A[i .. j] to refer
to the binary string A[i|, A[i + 1],..., A[j], calleda substringof A. The goal of this problem
is to determinewhether P is a substringof 7', i.e., whetherP = A[i..j] for somes, j with

1<i<j<n.

Forthe purposeof this problem,assumehatyou canmanipulateO(log n)-bit integersin constant
time. Forexamplejf x < n” andy < n®, thenyou cancalculater + y in constantime. Onthe

otherhand,you may not assumehatm-bit integerscanbe manipulatedn constantime, because
m may betoo large. For example,if m = ©(log”n) andz andy areeachm-bit integers,you

cannotcalculatex + y in constanttime. (In general,it is reasonabléo assumethat you can

manipulateintegersof length logarithmicin the input sizein constanttime, but largerintegers
require proportionally more time.)

(a) Assumethat you havea hashfunction i(z) that computesa hashvalue of the m-
bit binary stringxz = Afi.. (i + m — 1)], for somebinary string A[1 .. k] andsome
1 <1 < k—m+ 1. Moreover,assumehatthe hashfunctionis perfect:if = # y, then
h(xz) # h(y). Assumethatyou cancalculatethe hashfunctionin O(m) time. Show
how to determine whether 8 a substring of 7in O(mn) time.

Solution: We computethe hashof the patternstring,andcomparet to the hashof all
possiblelength-m substringof A, i.e., compareh(P) to h(Afi.. (i + m — 1)]), for
1 <i < n—m+1. Sincethehashfunctionis perfect,h(P) = h(A[i .. (i+m—1))]) if
andonly if P = A[i,.. (i+m — 1)]. ThereareO(n) hashfunctionsto compute O(n)
comparison®f hashvalues,and eachcomputationand comparisornrequiresO(m)
time, for a total running time of Gnn).

Notethatbecausealculationof the hashfunctiontakesO(m) time, this algorithmis

notasymptoticallyany betterthansimply comparingthe substringgirectly. This part
is designed as motivation for the rest of the problem.



(b)

(©)

Handout 13: Problem Set 3 Solutions

Considerthe following family of hashfunctionsh,,, parameterizetby a prime num-
ber p in the range [2, ¢} for some constant z 0:

hy(x) =z (mod p) .

Assumethatp is choseruniformly at randomamongall prime numbersn therange
2, cnt]. Fix somei with 1 < i <n—m+1,andletz = Ti.. (i +m — 1)]. Show
that, for an appropriate choice of ¢, and it4 P, then
1
- < =
Pr{hy(r) = hy(P)} < ~
Hint: Recallthefollowing two number-theoretitacts: (1) anintegerz hasatmostlg «

primefactors;(2) the PrimeNumberTheorem:thereare©(x/ 1g x) primenumbersn
the range [2, z].

Solution: Bothx andP havethesamehashvalueonlyif (x —P) =0 (mod p),i.e.,
if pisafactorof x — P. Sincex and P arebothm-bit numbers{z — P) hasatmost
m + 1 < n bits. Since (z— P) < 2", (x — P) has at most 18" = n prime factors.

By the Prime Number Theorem,thereare at least(? (1;224) primesin the interval
[2, end].

en? cnt
lg cnt

. 2 = n _ n(lgc+ 4lgn)
Prlho) = () < s 0( )

For suitably chosen constants, we can show that this probabilityligr().

A moreformal argumentproceedsasfollows: Thereexistsconstants:’ and¢’ such
thatfor all n» > n’, thenumberof primesin theinterval |2, cn?] is atleast’ (cn*/1g en?).
Therefore for all n > n', the probability of choosinga p thatdivides (z — P) is at
most

n n(lge+4lgn)
Pr{h,(z) = hy(P)} < T e )
)

It is straightforward to verify that lg+ 41gn < nif n > max{2lgc, 64}.
Therefore, if we choose = 1/¢ and n> max{n’,21gc, 64}, we have

1 < 1
cden? T on?

Pr{h,(z) = hp(P)} < <

S|

How long doest take tocalculate 4(x), as definedn part (b)?Hint: Noticethat zis
an m-bit integer, and hence cannot be manipulated in constant time.
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(d)

Solution: Because < cn?, we knowthatp hasO(lg n) bits. Assumingthatwe can
manipulateD(Ig n)-bit integersn constantime, it is possibleo computew (mod p)
in constant time if walso has (g n) bits.

The computatiorbecomeslightly morecomplicatedhowever,f z is anm-bit num-
berandm = w(lgn). Instead,we computeh,(x) in O(m) time by incrementally
computing the hash functions of prefixes of x.

Let y bethe k most-significanbits of thestringz = A[1..m|, andsupposeve have
alreadycomputedh,(y) = y (mod p). Then,with a constannumberof operations,
we can compute the hash function ofthe (k4 1) most significant bits of x.

Interpretingthestringz = A[1.. (k+1)] asanumberwe havethatz = 2y + A[k+1].
Therefore, j(z) is just

hy(z) = 2y + A[k 4+ 1]) (mod p) = (2h,(y) + A[k +1]) (mod p).

Given h,(y), computingh,(z) requiresonly three additionalinteger operations:a
single left-shift, addition, and a division. Thus, we perform a constantamountof
work for every bit of x.

Thepurpose othis partis to realizethat 4,(z) cannot becomputed irconstantime,
and thereforethe algorithmin part (d) represent@an asymptoticimprovement. An
answerof O(m) is acceptable.Note that we could do this computationfaster by
dividing = into m/(clgn) digits, eachclg n bits long. The previousalgorithmcould
then be modified to calculate,(x) in O(m/lgn) time.

Forl <i <n —m, showhowto calculateh,(A[(i + 1) .. (i + m)]) in constantime
if you already know the value of kA[i .. (i + m — 1)]), as defined in part (b)?

Solution: Interpreting the strings as binary numbers, we have that

Alli+ 1) (i +m)] =2 (A[i.. (i +m—1)] = 2" Ai]) + Ali +m].
Taking both sides of this equation modulowe get
hy(A[(i+1) . (i4+m)]) = (2 (hp(Ali .. (i + m — 1)]) — 2" "L Afi]) + A[i + m])  (mod p).

Assumethatwe havealreadypre-computedhevalue2™~! (mod p) andstoredthis
valuein somevariablea. To computeh,(A[(: + 1).. (i + m)]), we calculatea Al:]
(mod p), andsubtractthis valuefrom h,(Afi.. (i + m — 1)]). Thenwe left-shift by
1 bit to multiply by 2, addin the bit A[i 4+ m], andcomputethe remaindermodulo
p. Sinceour hashvaluesare O(lg n)-bit integers all theseoperationsanbe donein
constant time.
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(e) Using the family of hashfunctionsfrom part (b), devisean algorithmto determine
whether Pis a substring of 7in O(n) expected time.

Solution: We canusethe samealgorithmasin part (a), of comparingthe hashof

P with the hashfunctionsof all length-m substringsof A until we find a matchor

until we haveexhaustedhetext A. We usea hashfunctionh,,, selectedrom thehash
family describedn part (b), andwe usethe methodfrom part (d) to incrementally
computethe hashfunctions. Sinceh, is not a perfecthashfunction, if we discover

that the hash values match, we then compare the two strings to see if they are equal.

To analyzethe runtime,we analyzetwo separateosts:the costto computethe hash
function for eachsubstring,andthe costof comparingthe substringsvhenthe hash
valuesmatch. We show that both theseexpectedruntimesare O(n), giving us the
desired result.

Computingthe first hashfunction, 7, (A[1..m — 1]) requiresO(m) time. Usingthe
methodfrom part (d), however,computingthe hashvaluesof all length-m strings
requires a total of On + n) = O(n) time.

If thehashvaluesmatch,thecostof comparingwo length-msubstringss O(m). Let
X; be anindicatorrandomvariablethatis 1 if we havea false positive at index i,
e, if h,(P) = hy(Ali..(i +m —1)]), but P # Afi,.. (i + m — 1)]. By part(b),
E[X;] < 1/n. Thentheexpectedotal costof comparingsubstringdor falsepositives
IS

n—m+1

; E[X;]O(m) = O(m) = O(n).

Thecostof comparingsubstringgor amatchis O(m) = O(n), becausghealgorithm
stops after finding one match.

Problem 3-2. 2-Universal Hashing

LetH beaclassof hashfunctionsin whicheachh € ‘'H mapstheuniverselJ of keysto {0, 1,...,m — 1}.
We saythatH is 2-universalif, for everyfixed pair (z,y) of keyswherex # y, andfor any h
chosenuniformly at randomfrom H, the pair (h(z), h(y)) is equallylikely to be any of the m?
pairsof elementdrom {0, 1,...,m — 1}. (The probability is takenonly over the randomchoice

of the hash function.)

(&) Show that, ifH is 2-universal, then it is universal.

Solution: If H is 2-universal,thenfor every pair of distinctkeysx andy, andfor
every i€ {0,1,...m — 1},

Pr [(h(z), h(y)) = (i, 0)] =
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(b)

(€)

Thereareexactlym possiblewaysfor to havex andy collide,i.e., h(z) = h(y) = ¢
fori € {0,1,...m — 1}. Thus,

5, @) = hly)] = mZ (Pr (@) b)) = G.0))) = 2 = =,

Therefore, by definition}{ is universal.

Constructa specificfamily H thatis universal,but not 2-universal,andjustify your
answer.Write downthe family asatable,with onecolumnperkey, andonerow per
function. Try to make m,|H|, and|U| as small as possible.

Hint: There is an example with 7|, and|U| all less than 4.

Solution: We can find an example == |H| = |U| = 2.
On a universe (= {z,y}, consider the following family+:

Ty
hi|0]0
hy |10

If we chosea randomhashfunction from H, the probability that two keysx andy
collide is the probability of choosingh;, or 1/m = 1/2. ThusH is a universalhash
family.

Onthe otherhand,with a 2-universalhashfamily, for arandomlychoserhashfunc-
tion £, all the possiblepairsof (h(z), h(y)), i.e., (0,0),(0,1),(1,0),(1,1) mustbe
equallylikely. In this exampleh(z), h(y)) neverequals(0, 1) or (1, 1), soH is not
2-universal.

Supposedhat an adversarjknowsthe hashfamily H andcontrolsthe keyswe hash,
andthe adversarywantsto force a collision. In this problempart, supposehatH is

universal.Thefollowing scenaridakesplace:we choosea hashfunctionh randomly
from H, keepingit secretfrom the adversaryandthenthe adversarychoosesa key «
andlearnsthe value h(z). Canthe adversarynow force a collision? In otherwords,
can it find a y# = such that h(z) =h(y) with probability greater than 1/m?

If so,write downa particularuniversalhashfamily in the sameformatasin part(b),
anddescribehow anadversarycanforcea collisionin this scenariolf not, provethat
the adversary cannot force a collision with probability greater than 1/m.

Solution: By addingoneextrakey to our previousexample we canconstructa sce-
nario where the adversary can force a collision.

On a universe U= {z,y, z}, consider the following family-:
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x|yl =z
hy |0/0]1
ha 112101

H is still auniversalhashfamily: = andy collide with probability1/2, x andz collide
with probability 1/2, and @nd zcollide with probability 0< 1/2.

Theadversarycandeterminevhethemwe haveselected; or h, by giving usz to hash.
If h(z) = 0, thenwe havechosem;, andtheadversarythengivesusy. Otherwise jf
h(z) = 1, we have chosenyand the adversary gives us z

(d) Answerthe questionfrom part(c), but supposinghat is 2-universal,not just uni-
versal.

Solution:  With a 2-universalhashfamily, the adversarycannotforce a collision
with probability betterthan1/m. Essentiallyknowing h(x) givesthe adversaryno
information about A () for any other key y

We can prove this formally using conditional probabilities. Supposewe choosea
randomhashfunction 2~ € H, andthenthe adversaryforcesusto hashsomekey x
andlearnsthevalueh(z) = X. Thentheadversangivesusanykeyy # x, hopingto
causeacollision. By definitionof 2-universalitywe havefor anyx andy with = # v,

— h(x 7)) — _ Prpen [h(y) = h(x) and h(x) :X] _ 1/m2 _ l
;}Z% [h(y) = h(x) | h(z) = X] Prycy [h(z) = X] m —m’

Therefore no matterwhich = theadversarychoosedirst, andwhich 2(z) = X value
it learns, the probability of any particularcglliding with = is only 1/m.



