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Problem Set 1 Solutions

Problem 1-1. Asymptotic Notation

For each of the following statements, decide whetheratwsystrue, never true, or sometimes
true for asymptotically nonnegative functiorfsandg. If it is alwaystrue or never true, explain
why. If it is sometimes true, give one example for which it is true, and one for which itatsé.

@ f(n)=0(f(n)?)

Solution: Sometimestrue: For f(n) = n itis true, while forf(n) = 1/n it is not
true. (The statement is always true fin) = Q(1), and hence for most functions
with which we will be working in this course, and in particulal time and space
complexity functions).

(0) f(n) +g(n) = O (max (f(n), g(n)))

Solution: Alwaystrue: max(f(n),g(n)) < f(n) + g(n) < 2max(f(n),g(n)).

© f(n)+O(f(n)) =O(f(n))

Solution: Alwaystrue: Considerf(n) + g(n) whereg(n) = O(f(n)) and letc be a
constant such that< ¢g(n) < cf(n) for large enough. Thenf(n) < f(n)+g(n) <
(14 ¢)f(n) for large enough.

(d) f(n)=9Q(g(n))andf(n) =o(g(n)) (note the littleo)

Solution: Never true: If f(n) = Q(g(n)) then there exists positive constantand
ng such that for alln > ngq, cg(n) < f(n). Butif f(n) = o(g(n)), then for any
positive constant, there exists:,(c) such that for alln. > n,(c), f(n) < cg(n). If

f(n) =Q(g(n)) and f(n) = o(g(n)), we would have that fon > max(ng, n,(cq))

it should be thaff (n) < cqg(n) < f(n) which cannot be.

(€ f(n) # O(g(n)) andg(n) # O(f(n))

Solution: Sometimestrue: For f(n) = 1 andg(n) = ||n * sin(n)|| it is true, while
forany f(n) = O(g(n)), e.g.f(n) = g(n) = 1, itis not true.
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Problem 1-2. Recurrences

Give asymptotic upper and lower bounds #0(n) in each of the following recurrences. Assume
that7'(n) is constant for, < 3. Make your bounds as tight as possible, and justify your answ

(@)

(b)

(©

(d)

(€)

(f)

(9)

T(n)=2T(n/3) +nlgn

Solution: By Case 3 of the Master Method, we h&lén) = ©(nlgn).
T(n) =3T(n/5) +1g°n

Solution: By Case 1 of the Master Method, we halign) = O(n'°#:3)),
T(n)=T(n/2) +2"

Solution: Case 3 of master’s theorem, (check that the regularity ¢@mdholds),
o(2m).

T(n) =T(vn)+6(lglgn)
Solution:  Change of variables: letn = lgn. Recurrence becomeS(m) =
S(m/2) + ©(lgm). Case 2 of master’'s theorem applies,5@) = O((lglgn)?).
T(n) =10T(n/3) + 17n'?

Solution:  Sincelog; 9 = 2, solog; 10 > 2 > 1.2. Case 1 of master’s theorem
applies,©(n'oes 10),

T(n)=17T(n/2) + n?

Solution: By Case 3 of the Master Method, we halign) = O(n?).

T(n) =T(n/2+ y/n) + V6046

Solution: By induction,7’(n) is a monotonically increasing function. Thus, for large
enoughn, T'(n/2) < T(n/2++/n) < T(3n/4). At each stage, we incur constant cost

V6046, but we decrease the problem size to atleast one half andsatimee-quarters.
Thereforel'(n) = ©(lgn).
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(h)

Tn)=T(n—2)+Ign

Solution: T'(n) = O(nlogn). ThisisT(n) = 2 1g2i > Y72 1gi > (n/4)(Ign/4) =
1)+lgn,

Q(nlgn). For the upper bound, note thatn) < S(n), WhereS( )= S(n—
which is clearlyO(nlgn).

T(n) =T(n/5)+T(4n/5) + O(n)

Solution: Master’s theorem doesn’t apply here. Draw recursion treeeath level,
do©(n) work. Number of levels isog; ,, n = O(lgn), so gues§'(n) = O(nlgn) and

use the substitution method to verify guess.

Inthe f(n) = ©(n) term, let the constants fét(n) andO(n) beny, ¢, ande;, respec-

tively. In other words, let for ath > ny, we havecgn < f(n) < ¢n.

e First, we show/'(n) = O(n).
For the base case, we can choose a sufficiently large codstsunth thatl’(n) <
dinlgn.

For the inductive step, assume for &ll< n, that7T' (k) < dinlgn. Then for

k = n, we have

T(n)
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n 4n
4n 4n
dlglg(5) i lg( 5 ) Tan
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lg(
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d
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The residual is negative as long as we pi¢k> 5¢,/(lg5+41g(5/4)). Therefore,

by induction,7’'(n) = O(nlgn).

e To show thafl'(n) = Q(n), we can use almost the exact same math.
For the base case, we choose a sufficiently small conggasuch thatl’(n) >
donlgn.

For the inductive step, assume for all< n, that7'(k) > dynlgn. Then, for

k = n, we have

T(n)

v

n 4n

4n, 4n
do dy g (22
3 g<5)+ g g<5>+C°"

_ donlgn+n<co— <lg5+41g(5/4)>d0>'
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The residual is positive as long ds < 5¢y/(lgb + 41g(5/4)). Thus,T'(n) =
Q(nlgn).

() T(n) = vn T(v/n) + 100n

Solution: Master’s theorem doesn't apply here directly. Pifw) = T'(n)/n. The
recurrence becomes(n) = S(y/n) + 100. The solution of this recurrece (n) =
O(lglgn). (You can do this by a recursion tree, or by substituting= 1gn again.)
ThereforeI'(n) = O(nlglgn).

Problem 1-3. Unimodal Search

An array A[1..n] is unimodal if it consists of an increasing sequence followed by a deinga
sequence, or more precisely, if there is an index {1,2,...,n} such that

o Ali] < Ali+1]foralll <i<m,and
o Afi] > Ali+ 1] forallm <i < n.

In particular, A[m| is the maximum element, and it is the unique “locally maxinietement
surrounded by smaller element$|(: — 1] and A[m + 1]).

(a) Give an algorithm to compute the maximum element of a unirhiogat arrayA[l . . n
in O(lgn) time. Prove the correctness of your algorithm, and provéothend on its
running time.

Solution: Notice that by the definition of unimodal arrays, for edck i < n either
Ali] < Ali+ 1] or A[i] > A[i + 1]. The main idea is to distinguish these two cases:

1. By the definition of unimodal arrays, [i] < A[i + 1], then the maximum
element ofA[1..n] occurs inA[i + 1..n].
2. In a similar way, ifA[i] > Ali + 1], then the maximum element dff1..n] occurs
in A[1..i].
This leads to the following divide and conquer solution énitt resemblance to binary
search):

1 a,b—1n

2 whilea <b

3 do mid < |(a+b)/2]

4 if A[mid] < Almid + 1]
5 then a «— mid + 1

6 if A[mid] > Almid + 1]
7 then b «+ mid

8 return A[q]
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The precondition is that we are given a unimodal atigy..n]. The postcondition is
that A[a] is the maximum element oi[1..n|. For the loop we propose the invariant
“The maximum element ofi[1..n] is in Afa..b] anda < b".

When the loop completes, > b (since the loop condition failed) and < b (by
the loop invariant). Therefore = b, and by the first part of the loop invariant the
maximum element ofi[1..n] is equal toA[a].

We use induction to prove the correctness of the invariamtially, « = 1 andb = n,
so, the invariant trivially holds. Suppose that the invatrtzolds at the start of the loop.
Then, we know that the maximum element4fi..n| is in A[a..b]. Notice thatA[a..b]

is unimodal as well. IfA[mid] < A[mid + 1], then the maximum element effa..b]
occurs inA[mid+1..b] by case 1. Hence, after— mid+ 1 andb remains unchanged
in line 4, the maximum element is againAtja..b]. The other case is symmetric.

To complete the proof, we need to show that the second paneahvariants < b is
also true. At the start of the loap< b. Thereforea < [(a + b)/2| < b. This means
thata < mid < b such that after line 4 or line 5 in whichandb get updated: < b
holds once more.

The divide and conquer approach leads to a running tifi§of = 7'(n/2)+O(1) =
O(lgn).

A polygon isconvex if all of its internal angles are less thag0° (and none of the edges cross each
other). Figure 1 shows an example. We represent a conveg@olgs an array’[1..n| where
each element of the array represents a vertex of the polygibre iform of a coordinate pair, y).

We are told that/[1] is the vertex with the minimum coordinate and that the verticéd1 . . n|

are ordered counterclockwise, as in the figure. You may asorae that the coordinates of the
vertices are all distinct, as are theoordinates of the vertices.

(b) Give an algorithm to find the vertex with the maximuneoordinate inO(lgn) time.

Solution: Notice that ther-coordinates of the vertices form a unimodal array and we
can use part (a) to find the vertex with the maximwwooordinate in9(lgn) time.

(c) Give an algorithm to find the vertex with the maximuneoordinate inD(Ign) time.

Solution: After finding the verteXt’[maz| with the maximumz-coordinate, notice
that they-coordinates i/ [mazx], V[maz + 1],...,V[n — 1], Vin], V[1] form a uni-
modal array and the maximugicoordinate ofl/[1..n] lies in this array. Again part
(a) can be used to find the vertex with the maximgutoordinate. The total running
time isO(Ilgn).
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Figure 1. An example of a convex polygon represented by the a¥fRy. . 9]. V'[1] is the vertex
with the minimumz-coordinate, and’[1 . . 9] are ordered counterclockwise.



