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1. (a) We know that the PDF must integrate to 1. Therefore we have

/_C:fz(z)dz _ /_127(1—1—,22) _ 7<z—|—%z3>

From this we conclude v = 1/6.
(b) To find the CDF, we integrate:

1
= 67.

-2

if z < =2,
(t+ 337, if—2<z<1,
iftz>1

= o= O

Fi(z) = / f2(tydt =

, if z < =2,
(z+32+4), if-2<z2<1,
if z > 1.

— o= O

2. See textbook, Problem 3.9, page 187.
3. (a) For x >0,

0

Fx(x) = /_g;fx(t)dt = /Ox/\e_”dt = [—e_)‘tr = 1—e 7.

For z < 0, we have Fx(z) = [*_ fx(t)dt = 0. Thus we conclude

0, it z <0,
FX(x):{ 1—e™ ifz >0

(b) The key step in the following computation uses integration by parts, whereby

0 0o 0
/ udv = uv‘ —/ vdu
0 0 0

is applied with © = z and v = —e~?%:

E[X] = / rfx(z)dr 2/0 s e M dr = [_we_)\z}zo+/() e Mdy = %

—00

(c) Integrating by parts with u = 22 and v = —e~** in the second line below gives

(e.e]

E[X?] = / 22 fx(z)de = /003:2/\e_>‘xd$
0

— 00

00 0 2
= {—wQe_)‘x}O +2/ ze M dr = XE[X] = —.
0

Combining with the previous computation, we obtain

2
var(X) = E[X? - (E[X])? = %— <1> 1
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(d)

The maximum of a set is upper bounded by z when each element of the set is upper bounded
by z. Thus for any positive z,

P(Z<z) = Pmax{X;,X2, X3} <2) = P(X; <2z X9 <2z X3<2)
= P(Xl < Z)P(XQ < Z) P(Xg < Z)
= (1 - e—)\z)S’
where the third equality uses the independence of X7, Xo, and X3. Thus,

0, if z <0,
Fy2) = { (1—e )3, if z>0.

Differentiating the CDF gives the desired PDF:

f2(2) = 0, if z <0,
A 3he (1 —e™™M)2 if 2> 0.

The minimum of a set is lower bounded by w when each element of the set is lower bounded
by w. Thus for any positive w,

PW>w) = Pmin{X;, Xz} >w) = P(X; >w, X >w)

= P(Xl < U))P(XQ < w)
— (6—)\11))2 — 6—2)\w

where the third equality uses the independence of X and X5. Thus,

0, if w <0,
Fw(w) = { 1—e 2w if > 0.

We can recognize this as the CDF of an exponential random variable with parameter 2\.
The PDF is

o (w) = 0, if w <0,
WA= 262w i 4 > 0.
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