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(Fall 2010)

Tutorial 3: Solutions

1. In general we have that E[aX + bY + ¢] = aE[X] + bE[Y] + ¢. Therefore,

E[Z] =2 E[X] -3 E[Y].

For the case of independent random variables, we have that if Z =a- X 4+ b-Y, then
var(Z) = a? - var(X) + b% - var(Y).
Therefore, var(Z) =4 - var(X) + 9 - var(Y).
2. See online solutions.

3. (a) We can find ¢ knowing that the probability of the entire sample space must equal 1.

3 3
1 = > Y pxy(a,y)

r=1y=1
= c+c+2c+2c+4c+3c+c+6¢
= 20c¢

Therefore, ¢ = 2%.
(b) py(2) = Zizl px,y(x,2) =2c+0+4c=6c= %.
(c) Z=YX?

E[Z|Y =2 = E[YX?|Y =2]
= E[2X%|Y =2
2E[X?|Y =2

x,2
pxy(]2) = B

Therefore,

1
3
pxpy(z]2) = ﬂ:% ifz=3

EZ|Y =2 = 2 a’pxpy(z|2)
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(d) Yes. Given X # 2, the distribution of X is the same given Y = y.
PX=z|Y=yX#2)=PX =z |X#2).

For example,

1

PX=1|Y=1X#2=P(X=1|Y=3X#2=P(X=1|X#2)=¢

27
(&) pyix(y | 2) = 225
L

px(2) =0 1 pxy(2,y) =c+0+c=2c= 1.

Therefore,
120 1 e
=3 ify=1
_ 1/20 :
0 otherwise
E[Y? [ X =2/ =Y, 19" pyix(y12)=(1%)-5+(3%)-5=5

1%)
EY | X=2=Y, 1ypyix(y|2)=1-§+3-5=
var(Y | X =2) =E[Y? | X =2 -E[Y | X =
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