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1. We need to apply the version of Bayes rule for a discrete random variable conditioned on a
continuous random variable:
pX(iL")fZ\X(Z | z) px(ﬂf)fmx(z | z)

px|z(z | 2) = fz(2) B Z,lfzopx(k?)fmx(z | k)

Specifically,
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The final manipulations are to ease interpretations for p — 07, p — 17, A — 07, and A\ — oc.
Fasily
Im P(X=1|Z=2) =0 and Im P(X=1|Z=2) = 1;

p—0* p—1-
these make sense because the observation z should become unimportant when value of X becomes

certain without it. Next,

lim P(X =1]|Z=2) =
Jim, P( | Z=2) =,

which makes sense because the distribution of ¥ becomes very flat as A — 07, making the
observation uninformative. Finally,

Iim P(X=1|Z=2) =

A—00

1, ifjz+1>|z-1], _ [ 1, ifz>0,
0, iflz+1<|z—1], |0, if 2<0;

this makes sense because A — oo makes the Y negligible.

2. We need to apply the version of Bayes rule for a continuous random variable conditioned on a
discrete random variable:

forla | 2) = folrxie(za)  fol@)rxiz [ 4) '
@l px () Iy fol@pxio(= | q)dg
For x =0 and ¢ € [0, 1],
fol@pxq0q)  6q(1—¢q)-(1—q)

O _
Faxa 1O = A pxio® [0)da  JT6a(l — (L —q)dg
61— i)/é(l —9 _ 9401 — o).
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For x =1 and ¢ € [0, 1],

foxlg|1) = fel@rxie(tla) 64(1—-q)-q
¢ Jo fo@pxio | @)dg [y 6q(1 — q)qdq
76(1(1172‘])’(1 = 12¢*(1 —q).

The distributions fo(q), fox(q¢ | 0), and fg;x(q | 1) are all in the family of beta distributions,
which arise again in Chapter 8.

. Because of the definition of g, the random variable Y takes on only nonnegative values. Thus
fy(y) = 0 for any negative y. For y > 0,

Fy(y) = P <y)
= P(X €[-y,0)+P (X €(0,5%)
= (Fx(0) — Fx(—y)) + (Fx(y*) — Fx(0))
= Fx(y*) - Fx(-y).

Taking the derivative of Fy (y) (and using the chain rule),

fry) = 2ufx@®) + fx(-y)
_ 1 <2ye_y4/2 +e—y2/2>.
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