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1. The hats of n persons are thrown into a box. The persons then pick up their hats at random (i.e., 
so that every assignment of the hats to the persons is equally likely). What is the probability 
that 

(a) every person gets his or her hat back? 

Answer: 
n

1
! . 

Solution: consider the sample space of all possible hat assignments. It has n! elements (n 
hat selections for the first person, after that n − 1 for the second, etc.), with every single-
element event equally likely (hence having probability 1/n!). The question is to calculate 
the probability of a single-element event, so the answer is 1/n! 

(b) the first m persons who picked hats get their own hats back? 
(n−m)! 

Answer: . 
n! 

Solution: consider the same sample space and probability as in the solution of (a). The 
probability of an event with (n −m)! elements (this is how many ways there are to disribute 
the remaining n − m hats after the first m are assigned to their owners) is (n − m)!/n! 

(c) everyone among the first m persons to pick up the hats gets back a hat belonging to one of 
the last m persons to pick up the hats? 

Answer: m!(n−m)! = 
n 
1 = 

n 
1 . . 

n! (
m
) (

n−m
)

Solution: there are m! ways to distribute m hats among the first m persons, and (n −m)! 
ways to distribute the remaining n − m hats. The probability of an event with m!(n − m)! 
elements is m!(n − m)!/n!. 

Now assume, in addition, that every hat thrown into the box has probability p of getting dirty 
(independently of what happens to the other hats or who has dropped or picked it up). What is 
the probability that 

(d) the first m persons will pick up clean hats? 

Answer: (1 − p)m . 

Solution: the probability of a given person picking up a clean hat is 1 − p. By the 
independence assumption, the probability of m selected persons picking up clean hats is 
(1 − p)m . 

(e) exactly m persons will pick up clean hats?


Answer: (1 − p)mpn−m � n � .

m 

Solution: every group G of m persons defines the event “everyone from G picks up a 
clean hat, everyone not from G picks up a dirty hat”. The events are disjoint. Each has 

n−m � 

n � probability (1 − p)mp . Since there are 
m such events, the answer follows. 

2. Since 4 cards are fixed, Bob can only choose 4 more cards out of 48 remaining cards, so total 
�4��48 � number of hands Bob can have such that they include Alice’s cards is 4 4 . The total number 

�52 4 4of ways Bob can choose any 8 cards is 8 

� 

. So the probability is 
(4 

(
)(
52 

48 ) 

8 ) 

3. (a) The picture below illustrates the double sum needed to prove the statement of this problem: 
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i i 

i=k 

infinity 

k=1 

i=k 

k 

We first note that 
∞ 

P(X ≥ k) = pX (i) 
i=k 

and proceed as follows: 

∞ ∞ ∞ ∞ i ∞ 

P(X ≥ k) = pX (i) = pX (i) = i pX (i) = E[X]. 
k=1 k=1 i=k i=1 k=1 i=1 

(b) We first compute 
 

 1 k ≤ a 
 

b−k+1 P(Y ≥ k) = 
b−a+1 a + 1 ≤ k ≤ b 

 

 0 k ≥ b + 1 

So 

∞	 a b 
�	 � � b − k + 1 

P(Y ≥ k) = 1 + 
b − a + 1 

k=1 k=1 k=a+1 

1 b−a 

= a + k 
b − a + 1 

k=1 

1 (b − a + 1)(b − a) 
= a + 

b − a + 1 2 
b − a 

= a + 
2 

b + a 
= 

2 

Therefore E[Y ] = b+
2 
a . 

4. (a) For each value of X, we count the number of outcomes which have a difference that equals 
that value:	




 1/9 x = −2, 2

 

 

 2/9 x = −1, 1 
pX (x) = 

 3/9 x = 0 
 

 

 0 otherwise. 
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2 
� 1 2 3 2 1 

E[X] = xpX (x) = −2 + −1 + 0 + 1 + 2 = 0 . 
9 9 9 9 9 

x=−2 

We can also see that E[X] = 0 because the PMF is symmetric around 0.


To find the variance of X, we first compute


2 
4E[X2] = 

� 

x 2 pX (x) = 4
1 2 3 2 1 

+ 1 + 0 + 1 + 4 = 3 . 9	 9 9 9 9 
x=−2 

and 
4var(X) = E[X2] − (E[X])2 = 3 . 

(b) Let Z = X2 . By matching the possible values of X and their probabilities to the possible 
values of Z, we obtain 

 

 2/9 z = 4 
 

 

 4/9 z = 1 
pZ (z) = 

 3/9 z = 0 
 

 

 0 otherwise. 

5. Consider k out of n persons forming a club, with one being designated as the leader and another 
as the treasurer. We can first choose the leader (n choices), then the treasurer (n − 1 choices), 
and then a subset of the remaining n − 2 persons. Thus, there are n(n − 1)2n−2 possible clubs. 

Alternatively, for any given k, there are n choices for the members of the club. There are 
k	

� � 

k(k − 1) choices for the leader and treasurer, so that there are k(k − 1) n k-member clubs. 
k 

Summing over all k, we see that there is a total of n

k=2 k(k − 1) n

k possible clubs. 

G1† .	 A candy factory has an endless supply of red, orange, yellow, green, blue, black, white, and violet 
jelly beans. The factory packages the jelly beans into jars in such a way that each jar has 200 
beans, equal number of red and orange beans, equal number of yellow and green beans, one more 
black bean than the number blue beans, and three more violet beans than the number of white 
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beans. One possible color distribution, for example, is a jar of 50 yellow, 50 green, one black, 
48 white, and 51 violet jelly beans. As a marketing gimmick, the factory guarantees that no 
two jars have the same color distribution. What is the maximum number of jars the factory can 
produce? 

Answer: 
�101 = 166650. 3 

Solution: Let N1, N2, N3, N4, N5, N6, N7, N8 denote, respectively, the numbers of red, orange, 
yellow, green, blue, black, white, and violet jelly beans in a jar. There is a one-to-one correspon­
dence 

x = (x1, x2, x3, x4) 7→ N = (x1, x1, x2, x2, x3, x3 + 1, x4, x4 + 3) 

between the non-negative integer solutions x = (x1, x2, x3, x4) of the equation 

x1 + x2 + x3 + x4 = 98, 

and the sequences N = (N1, N2, N3, N4, N5, N6, N7, N8) of non-negative integers Ni satisfying 
the conditions 

8 

N2 = N1, N4 = N3, N6 = N5 + 1, N8 = N7 + 3, Ni = 200 
i=1 

(i.e. possible color arrangements). The number of possible solutions x is 
�101 according to the 3 

solution of the more general problem given below: 

Given a non-negative integer n and a positive integer k, consider the equation 

x1 + x2 + . . . + xk = n, 

to be solved with respect to non-negative integer variables x1, x2, . . . , xk. Find the total number 
of solutions (solutions x1 = 1, x2 = 0 and x1 = 0, x2 = 1 to the equation x1 + x2 = 1 are 
considered as different). 

� 

n+k−1� � 

n+k−1� Answer: = .
k−1 n 

Solution: there is a one-to-one correspondence between non-negative integer solutions of equa­
tion x1 + . . . +xk = n and sequences of n + k − 1 symbols (n “o” and k − 1 “|”), where a solution 
x = (x1, . . . , xk) maps to the sequence in which the i-th “|” (where i ∈ {1, 2, . . . , k − 1}) is in 
the x1 + . . . + xi + ith place: in this bijection, the numbers of “o” between the consecutive “|” 
correspond to the values of xi. Hence the total number of solutions equals the number of ways 
of selecting k − 1 places for the “|” symbols in a sequence of length n + k − 1. 
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