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6.034 Notes: Section 12.3

Slide12.3.1

Now, we move to consider the semantics phase of processing natural language.

6.034 Artificial Intelligence

* Natural Language Understanding
= Getting at the meaning of text and speech
* Not just pattern matching

* Overview
* Syntax
* Semantics
tip - Spring 82+ 1 Q
Slide12.3.2
NLU Architecture
InputiOutput data Processing stage Other data used Recall that our goal isto take in the parse trees produced by syntactic analysis and produce a
) meaning representation.
Frequency spectrogram
T T—
Word sequence
“He gave Mary. " Sy‘ntactlc Analysis =-— Grammar
Sentence sructure
He  give Mary
Partial meaning
Bt give(x, book, mary)
Context of utterance
Sentence meaning
give(ohn book2 Mary1) &
lip - Spring 822 Q
Slide12.3.3 n
Semantics
We want semantics to produce a representation that is somewhat independent of syntax. So, for L
example, we would like the equivalent active and passive voice versions of a sentence to produce * Represent meaning independent of surface syntax
equivalent semantics representations. » He gave the book to her
« The book was given to her by him
We will assume that the meaning representation is some variant of first order predicate logic. We * Usually some variant of predicate calculus is used to
will specify what type of variant later. represent meaning
» Does not represent context
We have limited the scope of the role of semantics by ruling out context. So, for example, given the
sentence "He gave her the book", we will be happy with indicating that some male gave the book to :
some female, without identifying who these people might be. Give:
agent: ?x (male)
object: book
recipient: ?y (female)
lip - Spring 82 3 Q
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Semantics

* Represent meaning independent of surface syntax
* He gave the book to her
« The book was given to her by him
= Usually some variant of predicate calculus is used to
represent meaning

» Does not represent context SRR

Give:
agent: ?x (male)
object: book
recipient: ?y (femafe)

Remembrance
of things past

temsegias o

Part of the role of pragmatics, the next phase of processing, isto try to make those connections.




6.034 Artificial Intelligence. Copyright © 2004 by Massachusetts Institute of Technology.

Slide12.35
Syntax & Semantics
So, let's consider avery simple sentence "John hit Harry". We have here the simple parse tree. What
should we expect the semantic representation to be?

5
NP VP
/\“P
|
Name Verb Name
John hit Harry

tosorgez-s  gf

Slide12.3.6
Syntax & Semantics

In this simple case, we might want something like this, where hit is a predicate and John and Harry

& (hit John Harry) are constant termsin the logical language. The key thing to noticeis that even for this simple
/\ - sentence the semantic structure produced is not perfectly parallel to the syntactic structure.
NP e In this interpretation, the meaning of the verb is the center of the semantics. The meaning
P John Harry representation of the subject NP is embedded in the meaning representation of the verb phrase. This
| suggests that producing the semantics will not be atrivial variant of the parse tree. So, let's see how
Name Verb Nalim we can achieve this.
John hit Harry

Note, the semantics tree is not parallel in structure to the
syntax tree.

Note: we will be using Lisp-like notation for logic
throughout this section.

to-somgazs  of

Slide 12.3.7
Compositional Semantics
Our guiding principle will be that the semantics of a constituent can be constructed by composing

the semantics of its constituents. However, the composition will be a bit subtle and we will be using * The semantics of a constituent can be constructed by

feature values to carry it out. composing the semantics of its constituents.

+ (8 ?pred) :- (NP ?subj) (VP ?subj ?pred)
Let's look at the sentence rule. We will be exploiting the "two way" matching properties of e bbbl g il sl il il
unification strongly here. Thisrule says that the meaning of the sentence is picked up from the + (VP ?subj ?pred) :- (Verb ?subj 7cbj ?pred) (NP ?cbi)
meaning of the VP, since the second argument of the VP is the same as the semantics of the + (NP ?sem) :- (Name ?sem)

sentence as awhole. We already saw thisin our smple example, so it comes as no surprise. Note
also that the semantics of the subject NP is passed as the first argument of the VP (by using the same
variable name).

tosomgez-?  gf

Slide 12.3.8
Compositional Semantics
The VP has two arguments, the semantics of the subject NP (which will be an input) and the
resulting semantics of the VP. In the VP rule, we see that the result semantics is coming from the
Verb, which is combining the semantics of the subject and the object NPs to produce the result for
the VP (and ultimately the sentence).

= The semantics of a constituent can be constructed by
composing the semantics of its constituents.
+ (8 ?pred) :- (NP ?subj) (VP ?subj ?pred)
— The semantics of the subject noun phrase is ?subj, which is combined with the
semantics of the verb phrase to produce the sentence semantics, ?Ppred
+ (VP ?subj ?pred) :- (Verb ?subj ?cbj ?pred) (NP 7cbj)
— This rule is for a transitive verb that expects a single direct object noun phrase,
whaose semantics are 7obj
~ The semantics of the VP will be constructed from the semantics of the verb
which will combine the semantics of the subject ?subj and the direct object 7obj
to produce the VP sematics, Ppred
+ (NP ?sem) :- (Name ?sem)
— This rule is for proper names and the semantics of the NP is just that of the
name

to-sorguz-e gf
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Compositional Semantics

Let'slook at the rule for aparticular Verb. Note that the first two arguments are simply variables
which are then included in the expression for the verb semantics, the predicate hit with two
arguments (the subject and the object).

* The semantics of a constituent can be constructed by
composing the semantics of its constituents.

+ (8 ?pred) :- (NP ?subj) (VP ?subj ?pred)
+ (VP ?subj ?pred) :- (Verb ?subj Zcbj ?pred) (NP Zabj)
* (NP ?sem) :- (Name ?sem)
* The semantics of individual words are given in the lexicon.
+ {(Vexb ?x ?y (hit ?x ?y)}) :- hit
— The verp semantics for it Note that the subject will mateh P and the direct

object will match Py and the final semantics will be (hit 7x 7y)
+ (Name John) :- John
* (Hame Harry) :- Harry
- Tnwvial semantics

tosorgez-s  of

Slide 12.3.10
Compositional Semantics
We can pull this altogether by simply calling backchain with the goal pattern for a successful parse.

* The semantics of a constituent can be constructed by We will want to retrieve the value of the binding for ?sem, which is the semantics for the sentence.
composing the semantics of its constituents.
+ (8 ?pred) :- (NP ?subj) (VP ?subj ?pred)
+ (VP ?subj ?pred) :- (Verb ?subj Zcbj ?pred) (NP Zabj)
* (NP ?sem) :- (Name ?sem)
* The semantics of individual words are given in the lexicon.
+ {(Vexb ?x ?y (hit ?x ?y)}) :- hit
* (Hame John) :- John
* (Name Harry) :- Harry

» The sentence: "John hit Ham,'“
+ (backchain '(S ?sem 0 3))
+ ?sem = (hit John Harry)

- Spring 02+ 18 Q

Slide12.3.11 )
Syntax & Semantics
Let'slook at a somewhat more complex example - "Every picture tells astory”. Here is the syntactic
analysis. s
NP vP
/\ /-\Np
T
Det Noun Verb Det Noun
I I
every picture tells a story
g Bping 02 11 4
Slide 12.3.12

Syntax & Semantics
Thisis one possible semantic analysis. Note that it follows the pattern of our earlier example. The
s {telis {every picture) (a story}) top-level predicate is derived from the verb and it includes as arguments the semantics of the subject

e o7y and direct object.

/\ /-\Np (?p 2q) (?p 29)
Det Noun Verb Det Noun

| | | | | every  picture @ story
every  piclure  tells a story

Note, the semantics tree is not parallel in structure to the
syntax tree.

L LR §




6.034 Artificial Intelligence. Copyright © 2004 by Massachusetts Institute of Technology.

Slide12.3.13
Another Example
The only innovation in this grammar, besides the new words is a simple semantics for a noun phrase
formed from a Determiner and a Noun - just placing them in alist. We can interpret the result asa
quantifier operating on a predicate. But, what does this mean? It's certainly not legal logic notation.

« The grammar
+ (8 ?pred) :- (NP ?subj) (VP ?subj ?pred)
+ (VP ?subj ?pred) :- (Verb ?subj 7cbj ?pred) (NP Zcbj)
+ (NP ?sem) :- (Name ?sem)
* (NP (?detsem ?nsem)) :- (Det ?detsem) (Noun ?nsem)
* (Verb ?x ?y (tells ?x ?y)) :- tells
* (Houn picture) :- picture
* (Noun story) :- story
+ (Det every) :- every
* {Det a) :- a
« The sentence: "Every picture tells a story”
* (backchain ‘(S ?sem 0 5))
* ?sem = (tell (every picture) (a story))

g Spring 02+ 13 Q

Sliide 12.3.14
Quantifiers
. . i Furthermore, even if we are generous and consider this alegal quantified expression, then it's
* (tell (every picture) (a story)) is ambiguous: ambiguous - in the usual sense that "Every man loves awoman” is ambitious. That is, is there one
* ¥ x Picture(x) — 3 y Story(y) » Tell(xy) story per picture or do all the picturestell the same story.
= 3y Story(y) ~ ¥ x Picture(x) — Tell(x,y)
= The first of these is the usual interpretation, but consider:
= Every US citizen has a president

- Spring 02+ 14 Q

Slide 12.3.15
Quantifiers
Let's pick one of the interpretations and see how we could generate it. At the heart of this attempt is
adefinition of the meaning of the determiners "every" and "a", which now become patterns for
universally and existentially quantified statements. Note also that the nouns become patterns for
predicate expressions.

* (tell (every picture) (a story)) is ambiguous:
* ¥ x Picture(x) — 3 y Story(y) » Tell{x,y)
= 3y Story(y) ~ ¥ x Picture(x) — Tell(x,y)
= The first of these is the usual interpretation, but consider:
= Every US citizen has a president
* Let's consider how we could generate:
= %/ x Picture{x) — 3 y Story(y) A Tell(x,y)
* (all 7x (-> (picture 7x) (exists Py (and (story ?y) (tell 7x ?y}))))
- every = (all 7x (-> 7p1 7q1))
— picture = (picture ?x)
— tells = (tell ?x ?y)
— a = (exists 7y (and 7p2 7q2))
— story = (story 7x)

- Spring 02+ 15 Q

2 Slide 12.3.16
Syntax & Semantics
Our target semantic representation is shown here. Note that by requiring the semantics to be alegal

(all 7x (- (icture 7x) (exists Py (and (story Py) (tell 2x 7y))))) | logical sentence, we've had to switch the key role from the verb to the determiner. That is, the top
s (all 7% 71 7a1)) node in the sentence semantics comes from the determiner, not the verb. The semantics of the verb
/-\ every isfairly deeply nested in the final semantics - but it till needs to combine the semantics of the
NP P /\ subject and direct object NPs. Note, however, that it isincorporating them by using the quantified
/\ /\ (picture ?x)  (exists Py (and 7p2 7q2)) variable introduced by the determiners of the subject and object NPs.
NP 2

=, /\

nai lem Varlb Dell Noun {story 7x) {tell 7x 7y)
|

every picture tells a story

Note, the semantics tree is not parallel in structure to the
syntax tree.

L LA §
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Let's start with the definitions of the words. Here's the definition for the verb "tells". We have seen
this before. It combines the semantics of the subject NP (bound to 2x) and the semantics of the
object NP (bound to ?y) with the predicate representing the verb to produce the VP semantics.

Quantifiers

+ (Verb ?x ?y (tell ?x ?y)) :- tells

= 7x denotes the subject and 7y the direct object, the resulting semantics is
(tell 7x 7y).

+ (Noun ?x (picture ?x)) :- picture
+ (Noun ?x (stery ?x)) :- story
= 7% will typically be a variable, which we restrict to denote a picture or a
story or (and (young ?x) (male 7x)) for boys, etc.

- Spring 02 18

¢

Slide12.3.19

Finally, the determiners are represented by quantified formulas that combine the semantics derived
from the noun with the semantics of the VP (for a subject NP) or of the Verb (for an object NP).

Quantifiers

(S ?sent) :- (NP ?x ?vp 7sent) (VP ?x ?vp)
* The semantics of the sentence will be derived from the NP, since the

= ?x will be the “formal variable” for the quantifier, e.g. (all 7x ...)
(VP ?xs ?vp) :=- (Verb ?xs ?xo ?verb) (NP ?xo ?Pverb ?vp)
(NP ?x ?p 7np) :- (Det ?x Pnoun ?p ?np) (Noun ?x Znoun)
(Verb ?x ?y (tell ?x ?y)) :- tells
(Noun ?x (picture ?x)) :- picture
(Noun ?x (story ?x)) :- story
(Det ?x ?7p 7q (all ?x (-> 7p 7q))) :- every
(Det ?x ?p ?q (exists ?x (and ?p ?q)))

t= a

g+ Spring 02 28

determiner provides the quantifier, which is the top nede in the semantics.

¢
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Quantifiers
(Verb ?x ?y (tell ?x 7y)) :- tells

= 7x denotes the subject and 7y the direct object, the resulting semantics is
(tell ?2x ?y)

9 Spring 02+ 17

¢

Slide12.3.18

The nouns will be denoted by one of the quantified variables introduced by the quantifiers. The

noun places arestriction on the entities that the variable can refer to. In this definition, the quantified

variable will be bound to ?x and incorporated into the predicate representing the noun.

Quantifiers

(Verb ?x ?y (tell ?x 7y)) :- tells
= 7x denotes the subject and 7y the direct object, the resulting semantics is
(tell 7% 7y).
(Noun ?x (picture ?x)) :- picture
(Noun ?x (story ?x)) :- story
= 7% will typically be a variable, which we restrict to denote a picture or a
story or (and (young ?x} (male 7x)) for boys, etc.
(Det ?x ?p ?q (all ?x (-> ?p ?q)))
(Det ?x ?p ?q (exists ?x (and ?p ?q))) :- a
= The 7x is the formal variable, 7p denotes the semantics of the noun and 7q
the semantics of the predicate. For a subject NP, the predicate comes

from the VP of the sentence. For an object NP, the predicate comes from
the verb.

- avery

- Spring 02+ 19
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The new sentence (S) rule reflects the difference in where the top-level semanticsis being
assembled. Before, we passed the semantics of the subject NP into the VP, now we go the other
way. The semantics of the VP is an argument to the subject NP.

Note that the variable ?x here will not be bound to anything, it is the variable that will be used as the

quantified variable by the determiner's semantics.
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The VP ruleis analogous. The semantics of the Verb will combine areference to the subject and
object semantics (through their corresponding quantified variables) and the resulting semantics of
the Verb will be combined into the semantics of the NP (which will ultimately be derived from the

semantics of the determiner).

Quantifiers

(8 ?sent) :- (NP ?x ?vp 7sent) (VP ?x ?vp)
* The semantics of the sentence will be derived from the NP, since the
determiner provides the quantifier, which is the top node in the semantics.
= 7x will be the "formal variable” for the quantifier, e.g. (all 7x ...)
(VP ?xs ?vp) :- (Verb ?xs ?xo ?verb) (NP ?xo ?verb ?vp)
= Similarly, the semantics of the VP (?vp) will be derived from that of the
direct ngject NP, e.g. (exists 7y (and (story ?y) (tell 7x ?y)))
= Note that ?xs will be formal variable from subject NP and ?xo will be the
variable from the olg;ect NP, they will be combined to form the Verb
semantics (tell 7xs
(NP ?x ?p ?np) :- (Det ?x ?noun ?p ?np) (Noun ?x ?noun)
» The semantics of the NP is produced by the determiner, which
incorporates the semantics of the noun and that of the predicate.

(Verb ?x ?y (tell ?x ?y)) :- tells
(Noun ?x (picture ?x)) :- picture
(Moun ?x (story ?x)) :- stery

(Det ?x ?p ?q (all ?x (-> ?p ?q))) :- every

(Det ?x ?p ?q (exists ?x (and ?p ?q))) :- a

- Spring 02+ 22

¢
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Here we see how the parse works out. Y ou have to follow the bindings carefully to see how it all

works out.

What is remarkable about thisis that we were able to map from a set of words to afirst-order logic
representation (which does not appear to be very similar) with arelatively compact grammar and

with quite generic mechanisms.

Quasi-Logical Form

Semantics tries to capture sentence meaning independent
of context. Producing the correct representation in First
Order Lﬂgil'.‘. usually requires context to resolve the
ambiguity in language:

= Syntactic ambiguity: “Mary saw John on the hill with a telescope”

= Lexical ambiguity: "We went to the bank" {of the river? Fleet Bank?}

* Quantifier scope ambiguity: "Every man loves a woman"

» Referential ambiguity: “He gave her the book", “Stop that!”

g+ Spring 02+ 4

¢

Quantifiers

(8 ?sent) :- (NP ?x ?vp 7sent) (VP ?x ?vp)
» The semantics of the sentence will be derived from the NP, since the
determiner provides the quantifier, which is the top node in the semantics.
= 7x will be the "formal variable” for the quantifier, e.g. (all 7x ...)
(VP ?xs ?vp) :- (Verb ?xs ?xc ?verb) (NP ?xo ?verb ?vp)
= Similarly, the semantics of the VP (?vp) will be derived from that of the
direct object NP, e.g. (exists 7y (and (story ?y) (tell 7x 7y)))
= Note that 7xs will be formal variable from subject NP and ?xo will be the
variable from the nlg}ec:t NP, they will be combined to form the Verb
semantics (tell 7xs 7xo).
(NP ?x ?p ?np) :- (Det ?x ?ncun ?p ?np)

(Noun ?x ?noun)

(Verb ?x ?y (tell ?x ?y)) :- tells
(Noun ?x (picture ?x)) :- picture
(Noun ?x (story ?x)) :- story

(Det ?x ?p ?qg (all ?x (-> ?p ?qg))) :- every
(Det ?x ?p ?q (exists ?x (and ?p ?q)))

= a

- Spring 02+ 21 4

Slide12.3.22

The NP rulein fact takes ?p, which will be the semantics of the Verb phrase and combine them with
the semantics of the noun in the semantics of the Determiner.

Parsing with Quantifiers

{S 7sent)

iNF’ % Tvp Psent

NP Txo Pverd
NP 7x 7pred 7np! { Wp?

(NP 7x 7pred 7np!

(Det 7x Pnoun ?pred 7n

{Det ?x Pnoun 7|
{Det ?x ?p 7q {all 7x {-> ?p

et Mx 7p g te:ns?s 3 [En P 7a)))

{MNoun ?x Pnoun) {Verb Pxs Pxo Pverb) oun ?x ?noun)
(Noun ?x (picture ?x)) (Verb 7x Py (tell 7x Py)) [NLnun s [story '7x]]
| |
every picture tells a sn:r',r

- Spring 02+ 7 4

Slide12.3.24

The quantified expression we produced in the previous example is unambiguous, as required to be
able to write an expression in first order logic. However, natural language is far from unambiguous.
We have seen examples of syntactic ambiguity, lexical and attachment ambiguity in particular, plus
there are many examples of semantic ambiguity, for example, ambiguity in quantifier scope and
ambiguity on who or what pronouns refer to are examples.
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Quasi-Logical Form
One common approach to semanticsis to have it produce a representation that is not quite the usual i i L
logical notation, sometimes called quasi-logical form, that preserves some of the ambiguity in the * Semantics tries to capture sentence meaning independent
input, leaving it to the pragmatics phase to resolve the ambiguities employing contextual of context. Producing the correct representation in First

Order chic usually requires context to resolve the
ambiguity in language:
= Syntactic ambiguity: “Mary saw John on the hill with a telescope”
= Lexical ambiguity: "We went to the bank" {of the river? Fleet Bank?}
* Quantifier scope ambiguity: "Every man loves a woman"
= Referential ambiguity: “He gave her the book", “Stop that!”

* Instead of producing FOL, produce quasi-logical form that
preserves some of the ambiguity, Leave it for next phase
to resolve the ambiguity.

« (tell {(every ?x (picture ?x)) (exists ?x (story ?x)})

information.

e Sping 02 29 Q

Slide 12.3.26
Quasi-Logical Form
One common aspect of quasi-logical notation is the use of quantified terms. These terms indicate
the nature of the intended quantification but do not specify the scope of the quantifier in the

‘ sentence and thus preserves the ambiguity in the natural language. Note that we are treating these

* (exists 7x (story ?x)) quantified expressions as terms, and using them as arguments to functions and predicates - which is
not legal FOL.

* Allow the use of quantified terms such as
* (every 7x (picture 7x))

e Spng 02 24 Q

Slide 12.3.27
Quasi-Logical Form
In quasi-logical notation, one also typically extends the range of available quantifiers to correspond :
more closely to the range of determiners available in natural language. One important case, is the * Allow the use of quantified terms such as
determiner "the", which indicates a unicue descriptor. * (every ?x (picture 7x))

« (exists ?x (story 7x))
= Allow a more general class of quantifiers

= (the ?x (and (big ?x) (picture ?x) (author ?x "Sargent”) ))

* (most ?x (child ?7x))

= (name ?x John)

= (pronoun ?x he)

9 Spring 02 27 Q

Slide12.3.28
Quasi-Logical Form
These quantified terms and generalized quantifiers will require conversion to standard FOL together
with a careful axiomatization of their intended meaning before the resulting semantics can be used
for inference.

= Allow the use of quantified terms such as
* (every 7x (picture 7x))
* (exists 7x (story 7x))
= Allow a more general class of quantifiers
= (the ?x (and (big ?x) (picture ?x) (author ?x "Sargent”) ))
* (most ?x (child ?x))
= (name ?x John)
* (pronoun ?x he)
= These will have to be converted to FOL and given an
appropriate axiomatization.

R LA ¢
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Slide12.3.29 A very simple language system

The Database

« Genealogy database
* (parent x y), (male x), (female x)

Let'sillustrate how the type of language processing we have been discussing here could be used to
build an extremely simple database system. We'll assume that we want to deal with asimple
genealogy domain. We will have facts in our database describing the family relationships between
some set of people. We will not restrict ourselves to just the minimal set of facts, such as parent, « (grandparént x-y), (aunt/unolesxy),
male and female, we will also keep derived relationships such as grandparent and cousin. taibling DY)y (oousin x ¥}

9= Spring 02 79 4

A very simple language system Siide12.3.30
The D
o In fact, we will assume that all the relationships between people we know about are explicitely in
* Genealogy database the database. We can accomplish them by running a set of Prolog-like rulesin forward chaining
* (parent x y), (male x), (female x) fashion whenever anew fact is added. We do this, rather than do deduction at retrieval time because

*/(grandparént xy), (aunt/unolesy); of issues of equality, which wewill discuss momentarily.
(sibling x y), (cousin x y)

= Assume relations explicit in database.

= Use forward-chaining of rules to expand relations when
new facts added.

- Spring 02+ 30 4

Slide12.3.31 A very simple language system

The Database

« Genealogy database
* (parent x y), (male x), (female x)

We will also alow assertions of the form (is x y) which indicate that two symbols denote the same
person. We will assume that the forward chaining rules will propagate this equality to all the
relevant facts. That is, we substitute equals for equalsin each predicate, explicitely. Thisis not
efficient, but it issimple.

* (grandparent x y), f(aunt/uncle x vy),
(sibling x y), (cousin x y)

= Assume relations explicit in database.

= Use forward-chaining of rules to expand relations when
new facts added.

- (is x y) indicates two symbols denote same person

- Spring 02+ 31 4

A very simple language system Slide12.3.32

The Datab . . . . L .
¢ Jalabase We can now do very simpleretrieval from this database of facts using our backchaining algorithm.

* Genealogy database Weinitialize the goal stack in backchaining with the query. If the query is a conjunction, we

v (parant:x.y); (mala:x);: (femala:x) initialize the stack with all the conjuncts.
* (grandparent x y), f(aunt/uncle x vy),

(sibling x y), (cousin x y)
* Assume relations explicit in database.
= Use forward-chaining of rules to expand relations when
new facts added.

« (is x y) indicates two symbols denote same person
* Retrieval query examples:

*« (and (female ?x) (parent ?x John))

* (and (male ?x) (cousin Mary 7x))

* (grandparent Harry ?x)

L LA
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Here we see a brief overview of the processing that we will do to interact with the genealogy
database.

We will be able to accept declarative sentences, such as "John is acousin of Mary". These sentences
will be processed by agrammar to obtain a semantic representation. This representation will then be
interpreted as a set of facts to be added to the database.

We can also ask questions, such as "Who is a cousin of Mary". Our grammar will produce a
semantic representation. The semantics of this type of sentence is converted into a database query
and passed to the database.

Let'slook in more detail at the steps of this process.

A very simple language system Siide12.3.34

The Grammar
* “John is a cousin of Mary.”
= (8 (assertl’?_se.m) )i B=

(VP 2subj 2sem ) e,

‘e gignal an assertion
« “Is John a cousin of Mary?"
* (S (guery-ig (is ?subj ?sem)) .) :-
(is)
(NP ?subj .)
(NP ?sem ..)

e gignal a query

* "Who is a cousin of Mary?""™"
+ (S (query-wh*%sem) .) :-
(NP ?subj . )
(VP ?subj )

- Spring 02+ 4

Slide 12.3.35

Here we see one possible semantics for the declarative sentence "John is acousin of Mary". The
operation assert indicates the action to be taken. The body isin quasi-logica form; the quantified
term (exists ?x_1 (cousin mary ?x_1)) isbasicaly telling usthere exists a person that
isin the cousin relationship to Mary. The outermost is assertion is saying that John denotes that
person. Thisis basically interpreting this quasi-logical form as:

1 x . (is John x) ™ (cousin Mary x)

A very simple language system Side 12.3.36

The Semantics

= “John is a cousin of Mary.”
+ (assert (is john
(exists ?x 1 (cousin mary ?x 1))))

* “Is John a cousin of Mary?"

* (query-is (is john
(exists ?x 5 (cousin mary ?x 5))))

wesengen N f

A very simple language system
Processing Overview

“John is a cousin of Mary " "Whao is a cousin of Mary "

Syntax and Semantics
(Prolog Rules)

/\

(assert (is john
(exists 7x_1 [cousin mary ?x_1))))

{query-wh (is {wh ?x_7 who)
(exists 7x_3 (cousin mary ?x_3))))

Interpret Semantics

/\

{is john sk.cousin.7) {and (is ?x_7 ?x_3)
(cousin mary (cousin mary 7x_3))

sk.cnusinﬂ\

\

Database
(Prolog Rules)

- Spring 02+ 33 4

We will need agrammar built along the lines we have been discussing. One of the things the

grammar does is classify the sentences into declarative sentences, such as "John is a cousin of
(NP 28ub3 "] Mary", which will cause usto assert afact in our database, and questions, such as, "Is John a cousin
of Mary" or "Who isacousin of Mary", which will cause us to query the database.

A very simple language system
The Semantics

= “John is a cousin of Mary.”
+ (assert (is john
(exists ?x 1 (cousin mary ?x 1))))
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The semantics of the question "Is John a cousin of Mary?" is essentially identical to that of the
declarative form, but it is prefixed by a query operation rather than an assertion. So, we would
want to use this to query the database rather than for asserting new facts.
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The Semantics
= “John is a cousin of Mary.”
+ (assert (is john
(exists ?x 1 (cousin mary ?x 1))))

We can aso have a question such as "Who isa cousin of Mary", which is similar except that John is
replaced by aterm indicating that we are interested in determining the value of this term.

* “Is John a cousin of Mary?"

* (query-is (is john
(exists ?x 5 (cousin mary ?x 5))))

* “Who is a cousin of Mary?"

* (query-wh (is (wh ?x 7 who)
(exists ?x 3 (cousin mary ?x 3))))
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Using the S ti . . . .
i i Given the semantics, we have to actually decide how to add new facts and do the retrieval. Here we

* "John is a cousin of Mary. show an extremely simple approach that operates for these very simple types of queries (note that
» (asmart:i(isjohn _ we are only using existentially quantified terms).

(exists ?x 1 (cousin mary ?x 1))))
* Assign skolem constant for 7x_1, e.g. sk.cousin.7 We are basically going to turn the assertion into alist of ground facts to add to the database. We will
= Convert body of exists into one or more facts do this by skolemizing. Since we have only existentially quantified variables, this will eliminate all
* Replace (exists ?x ...) with skolem constant variables.

We replace the quantified terms with the corresponding skolem constant and we convert the body of
the quantified term into a set of facts that describe the constant.
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Using the Semantics

= “John is a cousin of Mary.”
+ (assert (is john
(exists ?x 1 (cousin mary ?x 1))))

* Assign skolem constant for ?x_1, e.g. sk.cousin.7
* Convert body of exists into one or more facts

* Replace (exists ?x ...) with skolem constant

» Add to the database:

* (is john sk.cousin.7)

In this example, we get two new facts. One is from the outer i s assertion which tells us that John
denotes the same person as the skolem constant. The second fact comes from the body of the
quantified term which tells us some properties of the person denote by the skolem constant.

* (cousin mary sk.cousin.7)
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Using the S ti L . . .
B SRl We process the question in a similar way except that instead of using skolem constants we keep the

* "Whoisa cogsin of Mary?” variables, since we want those to match the constants in the database. When we perform the query, ?

» (query-wh:{is (wh ?:—7’“;’ _ o X_7 is bound to John as expected. In general, there may be multiple matches for the query, some
t“,“ ’ *x 3 (coumin mw. N = 30) may be skolem constants and some may be people names. We would want to return the specific

+ Convert body of exists into one or more additional names whenever possible.

conditions for query
* Replace (exists 7x ...) with ?x
* Replace (wh ?y ...) with ?y
* Retrieve from database:
* {and (is ?x 7 ?x_3) (cousin mary ?x 3))
« ?x 7/John
. ?x:E.r’sk. cousin.7
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Some Examples

Here are some examples that show that this approach can be used to do alittle inference above and « Assertions

beyond what is explicitely stated. Note that the assertions do not mention cousin, uncle, sister or v John s the father af Tom
sibling relations, those are inferred. So, we are going beyond what an Internet search engine can do, «  Maryis the female pareni of Tom.
that is, pattern match on the presence of particular words. «  Billis the brother of John
. Jim is the male child of Bill.
This example has been extremely simple but hopefully it illustrates the flavor of how such a system »  Jane is the daughter of John.
may be built using the tools we have been devel oping and what could be done with such a system. *  Mary is the mother of Jane.
* Questions

Is Jim the cousin of Tom? ) Yes
Who is the uncle of Tom? ) Bill
Is Bill the uncle of Tom? ) Yes
Is Jane the sister of Tom? ) Yes
Who is a child of Mary? ) Tom

= Whois a sibling of Tom? ) Jane
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Discourse Context
At this point, we'll touch briefly on a set of phenomena that are beyond the scope of pure semantics

« Anaphora = “use of a word referring to or replacing earlier because they start dealing with the issue of context
words" '
: -i?“h'_“; h’i "-‘°°kk- He looked for it for hours. Eventually he found One general class of language phenomenais called anaphor a. this includes pronoun use, where a
TEin: e Deepac word is used to refer to other words appearing either elsewhere in the sentence or in another
sentence.
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Discourse Context

Another phenomenon is called ellipsis, when words or phrases are missing and need to be filled in
from context. In this example, the phrase "complete the job" is missing from the enf of the second
conjoined sentence.

« Anaphora = "use of a word referring to or replacing earlier
words"
« Jack lost his book. He looked for it for hours. Eventually he found
it in his backpack
« Ellipsis = “omission from a sentence of words needed to
complete construction of meaning”
* You did not complete the job as well as he did.
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Discourse Context
Another important mechanism in language is the use of definite descriptions, signaled by the

z Anapr?lora = "use of a word referring to or replacing earlier determiner "the". Theintent isthat the listener be able to identify an entity previously mentioned or
words expected to be known.
« Jack lost his book. He looked for it for hours. Eventually he found
) i "_’ his back_pa?-k All of these are linguistic mechanisms for incorporating context and require that alanguage
* Ellipsis = “omission from a sentence of words needed to understanding system that is engaged in an interaction with a human keep a context and be able to
complete construction of meaning” identify entities and actions in context based on the clues in the sentence. Thisis an area of active
* You did not complete the job as well as he did. research and some systems with competence in this area have been built.

* Definite descriptions = “used to refer to uniquely identifiable
entity (or entities)"
+ the tall man, the red book, the president

R LA ¢
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World Knowledge
Even beyond conversational context, understanding human language requires access to the whole

range of human knowledge. Even when speaking with a child, one assumes a great deal of "common ,‘,J:h"k"e;:w _mng: :"e:'fgtl t:{tge b::,k'

sense” knowledge that computers are, as yet, sorely lacking in. The problem of language ST 09 TYOT YTatiesy e bank:

understanding at this point merges with the general problem of knowledge representation and use. : mzegr:%k"sm: thatnFlteet Bank has money but the bank of
arles does not.

= John went to the store. He bought some bread.
= Did John go to the hardware store?
* Etc.
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Applications
Real applications of natural language technology for human computer interfaces require avery
limited scope so that the computer can get by with limited language skills and can have enough
knowledge about the domain to be useful. However, it is difficult to keep people completely within
the language and knowledge boundaries of the system. Thisis why the use of natural language
interfacesis still limited.

* Human computer interaction:

» Restricted domains - flight reservations, classifying e-mails into a
few classes, redirecting caller to one of a few destinations.

+ Limited syntax

= Limited vocabulary

« Limited context

= Limited actions

= Itis very hard for humans to understand what the limits of the
system are. Can be frustrating.
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Applications
Thereis, however, arapidly increasing use of limited language processing in tasks that don't involve

direct interaction with a human but do require some level of understanding of language. These tasks * Human ;umputer iniergction: ) . o
are characterized by situations where there is value in even limited capabilities, e.g. doing the first . fRESt"l""e“ d"“m:'“s . ﬂ'g"t”'este”a“"“:' "f'assgygg et’_m"s into &
draft of atranslation or a building a quick summary of amuch longer news article. e o e g SEi o AR - QSRR RAa
* Limited syntax
| expect to see an explosion of applications of natural language technologiesin the near future. * Limited Vocabulary

« Limited context
= Limited actions

= Itis very hard for humans to understand what the limits of the
system are. Can be frustrating.

= Summarization, Search, Translation
« Broader domain
« Performance does not have to be perfect to be useful
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Sources
Here are some sources that were used in the preparation of these slides and which can serve as
additional reading material.

+ James Allen, Natural Language Understanding, Benjamin/Cummings

= Peter Norvig, Paradigms of Artificial Intelligence Programming, Morgan
Kauffman

+ Slides by Alison Cawsey ( )
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