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13 Function of a Random Variable (Univariate Model)

13.1 Discrete Model

Let X be a discrete random variable with pmf fx(x). Define a new random variable Y as
a function of X, Y = r(X). The pmf of Y, fy(y), is derived as follows:

fry)=PY =y =Plr(X)=yl= > [fx(2) (31)
zir(z)=y

Example 13.1. Find fy(y), where Y = X? and P(X =2) =0.2 for z = —2,-1,0,1,2, 0

if otherwise.

*Caution: These notes are not necessarily self-explanatory notes. They are to be used as a complement

to (and not as a substitute for) the lectures.
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13.2 Continuous Model
13.2.1 2-Step Method

Let X be a random variable with pdf fx(z). Define a new random variable Y as a function
of X, Y =r(X). The pdf of Y, fy(y), is derived as follows:

1 step: Fy(y) = P(Y <y) = Plr(X) <y = / D@

d F
2" step : fy(y) = ;/y(y) (at every point Fy (y) is differentiable). (32)

Example 13.2. Find fy(y), where Y = X% and X ~ U[-1,1].

13.2.2 1-Step Method

Let X be a random variable with pdf fx(z). Define the set X" as all possible values of X
such that fx(z) >0 [X = {z: fx(z) > 0}; for example: a < X < b].

Define a new random variable Y, such that Y = r(X), where r( ) is a strictly monotone
function (increasing or decreasing) and a differentiable (and thus continuous) function of
X. Then, the pdf of Y, fy(y), is derived as follows:

_ or!
fx (7“ 1(9)) %

0, otherwise.

, foryeYCR;

fr(y) = (33)

Where the set ) is defined as: V = {y : y = r(x) for all z € X'}. For example:
a< X <b<=a<Y <p.
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e If r(z) is not monotonic, find a partition of X such that each segment is monotonic.

Then, apply the method to each segment and aggregate.

e Where does formula (33) come from?

Example 13.3. Find fy(y), where Y = 4X + 3 and f(z) = 7Te ™ if 0 < z < oo, 0 if

otherwise.
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Example 13.4. Do Example 13.2 using the 1-step method.

14 Function of a Random Vector (Multivariate Model)

14.1 Discrete Model

Let X = (X1, Xs, ..., X;,) be a random vector with joint pmf fx(z1,...,2,).

Define a new random vector Y = (Y1, Y5, ...,Y,,) as a function of the random vector
X, such that Y; = r;(Xy, Xo, ..., X;,) for i = 1...m. The joint pmf of Y, fy(y1, Y2, .--; Ym), 18

derived as follows:

Iy W1, Y25 ooy Um) = > fx (@1, ..., ) (34)
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e This is a direct generalization of section 13.1, where (34) is the generalization of (31).

Example 14.1. (Convolution) Let (X,Y) be a random vector, such that X and Y are
independent and discrete RVs with pmf fx(z) and fy(y). Find P(Z = z), where Z = Y+ X.

14.2 Continuous Model
14.2.1 2-Step Method

Let X = (X1, Xs, ..., X,,) be a random vector with joint pdf fx(z1,...,x,).

Define a new random vector Y = (Y3, ..., Y,,) as a function of the random vector X,
such that Y; = r;(Xy, X, ..., X,,) for i = 1,...;,m. The joint pdf of Y, fy(y1,...,Ym), is

derived as follows (for the case where m = 1):

1% step : Fy(y) = P(Y <y)=Plr(Xy,...X,) <y] = // Ix(z1, ., xn)day .. dxy
(x):r(x)<y

dF
2" step : fy(y) = v(y) (at every point Fy(y) is differentiable.) (35)

dy

e This is a direct generalization of section 13.2.1, where (35) is the generalization of (32)

(for the case where m = 1).

e The case where m > 1 is analogous (but more messier).
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14.2.2 1-Step Method

Let X = (X1, Xs, ..., X;,) be a random vector with joint pdf fx(z1, ..., z,).

Define a new random vector Y = (Y7, ...,Y},) as a function of the random vector X,
such that Y; = (X1, Xo, ..., X,,) for ¢ =1, ..., n, where condition (37) holds. The joint pdf
of Y, fy(y1,..-,yn), is derived as follows:

fX 51()782(>7"'7Sn(> |J| ) for <y17y27“'7yn) Eyg Rn’
Ao y2e o yn) = ( ) . (36)
0, otherwise.
where
Y1 =r(Xy, ... X,) X =5(Y1,..Yn)
Yo = ro(Xy, ... X0) unique Xy = s9(Y1,...Yn)
transformation : (37)
Y, =r.(X1,..X,) — X = sp(Y1,...Y0);
and
0s1 9Js1
Oy1 "7 Oyn
J=det | . (Jacobian); (38)
Bsn sy
Oy1 "7 Oyn
and
X is the support of Xy, ..X,, : X = {x: fx(x) > 0}.
Y s the induced support of Y7,...Y,, : Y ={y : y = r(x) for all x € X'}.
(1, ...wp) € X <= (y1,..Yyn) € V. (39)

e Note that for this method to work, m has to be equal to n (n = m).

e If condition (37) does not hold, find a partition such that it holds in each segment. Then,
apply the method to each segment and aggregate.

e This is a direct generalization of 13.2.2, where (36) is the generalization of (33).

e Reminder: if A = a4

b
] , then det(A) = |A| = ad — cb.
c d
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Example 14.2. Let (X3, X3) be a random vector, such that X; and X, are continuous
RVs with joint pdf f(z1,29) = e ™72 if 0 < z;, and 0 if otherwise. Using the 1-step
method find fy(y), where Y = X; + Xo.

Example 14.3. Let (X1, X5, ..., X,,) be a continuous random vector containing n indepen-
dent and identically distributed random variables, ! where X; ~ U|0, 1]. Compute the pdf of
the following two transformations of the random vector X: i) Yy,0r = maz{ Xy, X, ..., X;,}
and ii) Y, = min{ Xy, Xo, ..., X, }.

L4id for short or also called "random sample.” More on this in Lecture Note 7.



