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1 Thelaw of effect

Thorndike was a pioneerin the scientific study of animallearning. He devised the
puzzlebox asan experimentalmethod. A specialcagewas constructedsuchthata
specialsequencef actionswasrequiredto openits door. The animal wasrepeatedly
placedin the cage,andthe time to escapevastakulated. A graphof the escapetime
asa function of the numberof trials was calleda learningcurve. Thorndike obsered
thattheanimalsseemd to learnby a procesof trial anderror. By generatingandom
actionswhile in the cage,occasionallythey would happento generatethe specific
sequencef adionsthatcauseahe door to open.This sequencéecamereinforcedby
successsothatit becamenorelik ely to recurin thefuture. By this processtheanimal
learnedo reduceits escapeaime.

Thorndike soughtto placepsychologyonanaxiomatt foundation andwrotedown
severallaws of learning.Oneof themwasthelaw of effect

Of several responsesadeto the samesituationthosewhich areaccom-
paniedor closelyfollowed by satiskction to the animalwill, otherthings
being equal,be morefirmly connectedvith the situation, so that, when
it recurs,they will be morelikely to recur; thosewhich areaccompanied
or closelyfollowed by discomfortto the animalwill, otherthingsbeing
equal,have their connectionsto the situationwealenal, so that, whenit
recurs,they will be lesslikely to occur The greaterthe satishicion or
discomfortthe greaterthe strengtheningpr wealeningof thebond.

The law of effect inspiredfurther work on animallearningtha eventuallyled to
the behaviorist schoolof psychdogy. The studyof learningfrom reinforcementvas
eventuallyformalizedin the paradigmof operantor instrumentatonditioning.

2 Variable-interval (VI) schedule

In operantonditioning,ananimalis trainedby makingreward contingenbn adesired
behaior. In thelaboratorytherearemary methodf creatingsuchcontingeng. B. F.
Skinnerandcollaboratorsalledthesereinforcemensdcedulesand catdoguedmary
of them.



In avariable-intervalVI) reinforcemenschedulerewardsaremadeavailableata
targetthatis choserby ananimal. For example pigeonschoosea key by peckingatit.
Someof thesepecksarereinforcedby food reward.In aVI scheduletherewardshave
constant amplitude and are made available at the target at random times.

A targethastwo possiblestates: baited or unbaited. If the animal choosesan
unbaitectarget,it receivemothing.If it chooses baitedtarget,it harvestshereward,
andthetargetswitchesto theunbaitedstate. The targetis rebaitedafterarandomtime
intervalt drawnfrom theexponentiablistributionP(t) = 7—'e~*/7. Theaveragdime
interval is set by the parameter

Recallthatthe time intervalsbetweeneventsfor a Poissonprocessare alsoexpo-
nentiallydistributed.In its useof anexponentiatistribution,theVI scheduldhassome
similarity to a Poissonprocess.However,notethat the baiting timesarenot Poisson,
and neitherare the harvestingtimes. It is the time interval betweenharvestingand
rebaiting that is exponentially distributed.

Notethatin the specialcasewherethe animalchooseghe targetvery frequently,
it will harvesteachrewardimmediatelyafter it becamesvailable. Thenthe baiting
times are approximately Poisson, as are the harvesting times.

3 Concurrent VI schedule

In a concurrentVl schedulethe animalis presentedvith a choicebetweenmultiple
targets. Eachtargetis baitedaccordingto a VI schedule. In general,the average
rebaitingtime is differentfor the targets. Supposdhattherearetwo targets,andthat
the averagerebaitingtime is shorterfor thefirst targetthanfor the second.Thenthe
first target is “rich,” while the second target is “lean.”

Theschedulesireall independentexceptfor onecomplication afixed changeover
delay. Whenthe animalswitchesfrom onetargetto anotherchoosingthe newtarget
does not result in harvesting reward during the changeover delay.

A changeovedelayis naturalandinevitableif thetargetsareplacedfar apart,so
that the animal hasto traversesomedistancein orderto switch targets. Whenthe
targetsare closetogether,a changeovedelaycanbe artificially imposed.Effectively,
the changeover delay imposepenalty on switching.

Without the changeovedelay,animalstendto alternatebetweenthe targets,allo-
catingtheir choicesequallybetweerthem. Whenthe changeovedelayis largerthan
somethresholdvalue,thenthe animaltendsto prefertherich targetoverthe lean. A
mathematicatheoryof suchpreferences givenby the matchinglaw. A typical value
for the changeover delay is 1.5 seconds.

4 The matching law

RichardHerrnsteinand collaboratorgrainedpigeonsusing concurrentVl schedules.
In suchan experimentthe pecksof the pigeonat eachkey wererecorded.Also, the
rewardsharvestedy the pigeonwererecorded.The numberof pecksat eachkey was
a measureof the pigeon’spreferencefor that key. Therefore,the experimentmade



it possibleto study how the pigeon’spreferenceslependedn how its choiceswere
reinforced.

Let N and N be the numberof pecksat the two targets,and H and H be the
numberof rewardsharvestedtthetwo targets Herrnsteirandcollaboratorg§oundthe
following empirical law:

N H
N+N H+H

Alternatively, this can be expressed as

N_H

N H
They calledthis the matchinglaw, asthe preference®f the pigeon“match” the re-
wards.

In thelanguageof economicsthe numberof rewardsharvestedanbe called“in-
come.” Then the matching law can be stated as:

Choices are in the same ratio as the incomes of the targets.

For another statement in economic language, rewrite the equation as

H H
N N

Theincomefrom atargetdivided by the numberof peckscanbecalledthe“return,” as

in “return on investment.Then the matching law can be stated as:

The returns from the targetye equal.

Note that the matchinglaw is not interesting,unlessthe numberof pecksfar ex-
ceedgthe numberof rewards.To seewhy, supposdhe oppositeis true. Supposehat
theVI schedulesebaitthetargetsmorequickly thanthe pigeonscanpeck. Thenevery
peckwould bereinforced,sothat H = N and H = N. Thematchinglaw would be
trivially satisfied.

In a typical experimenton the matchinglaw, the numberof pecksmight be one
hundredtimeslargerthanthe numberof rewards. In this case largedeviationsfrom
matching are possible in principle, but empirically such deviations are not observed.

5 VI schedule for discrete trials

The VI schedule cabe formulated for discrete trialRewards arenade available at a
target that is chosen by an animal in discrete trials.

A targethastwo possiblestates: baited or unbaited. If the animal choosesan
unbaitedtarget,it receivesothing.If it chooses baitedtarget,it harvestshereward,
and the target switches to thebaited state.

If atargetis baitedat the end of atrial, it remainsbaitedfor the nexttrial. If a
targetis unbaitedatthe endof atrial (eitherbecauseewardwasharvestedor because



thetargetwasunbaitedo beginwith), thenit is rebaitedaccordingto thetossof acoin
with bias p.

This meanghatatargetis rebaitedaftera numberof trials » drawnfrom the geo-
metricaldistribution P(n) = (1 — p)»~!p. Theaveragen is givenby 1/p. If p = 1,
thenthe targets rebaitedmmediately, sdhatthe average: is one.In thelimitp — 0
the time until rebaiting diverges to infinity.

6 Concurrent VI schedule for discrete trials

Toimplementaconcurren¥| scheduldor discreterials,achangeovedelayis needed.
This is doneby not allowing harvestingof rewardin the first trial after an animal
switches.

Thiskind of experimentasbeenmplementedy Sugrue CorradoandNewsome.
Greenandredvisualtargetsarepresentedo a monkeyin repeatedrials. The monkey
choosesone of thesetargetsby making a saccadiceye movement. The monkeyis
rewardedwith juice. In the experimentthe VI schedulds nonstationaryThatis, the
baiting probabilityfor bothtargetschange®veryfew hundredtrials. This requiresthe
monkey to rapidly change its relative preferences for the targets.

7 A simple learning model

In thematchinglaw, the choiceprobabilitiesarein thesameratio astheincomes.In the
original researchthe matchinglaw wasonly appliedto dataaggregatedrom a single
long experiment.

However,the matchinglaw canalsobe appliedto theimmediatepastto producea
simplelearningmodel.In eachtrial, the modelchoosedetweertargetswith probabil-
ities set by the ratio of targétcomes in the immediate past.

Moreformally, supposéherearetwo targets.Theactiontakenin trial ¢ is indicated
by the binary variablesa; anda;, which satisfya; + a; = 1. After eachaction,the
animal receives reward,hThe incomes in the recent past can be computed by by

Hipw = PH 4+ (1 - pP)hay 1)
Hypw = BHe+ (11— B)hay 2)

Thisis like convolvingthetime seriesh;a; by anexponentiafilter, wherethediscount
factor Fsets the time constant of the exponential.
Basedon theseincomehistories the modelchoosests actionrandomly,with odds
given by
p_ H
P Hy
Herep;, is the probabilitythata; = 1 andp, the probabilitythata, = 1. Thesechoice
probabilities satisfy the constraint # p, = 1.
Sugrueetal. foundthatmonkeybehaviorcouldbemodeledusingarelativelyshort
time constant of less than térals.



The modelwas earlier appliedby Erev and Roth to a model of learningto play
games.



