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1. Variableinterval schedulediscretetime. Considera singletargetwith two possiblestates:baitedor unbaited.
If theanimalchoose@nunbaitedtarget,it recevesnothing.If it chooses baitedtarget,it haneststhereward,
andthetamgetswitcheso the unbaitedstate.

If atagetis baitedattheerd of atrial, it remainsbaitedfor the next trial. If atamgetis unbaitedattheendof a
trial (eitherbecauseewardwashanestedor becausehetamgetwasunbaitedto begin with), thenit is rebaited
accordingto thetossof a coin with bias P.

(a) Supposehatatamgetis unbaitedattheendof atrial. Show tha rebaitingoccursaftera numberof trials n
dravn from the geometricatistribution P(n) = (1 — P)"~1P.

(b) Shaw thattheaverageof n is givenby 1/P.

Notethatthis lastresult makessenseén two limiting caseslf P = 1, thenthetamgetis rebaitedmmediately so
thattheaveragen is one.In thelimit P — 0 thetime until rebaitingdivergesto infinity.

2. ConcurrentVI schelule, discretetime. Supposéherearetwo tamgets,both runningindepadentVl schedules
with baiting probabilities P and P. Note that thesetwo probabilties are generallychosenrathersmall (low
overall rate of reward), sothat P + P < 1. In practice,the scheduleswould not be entirely indepenent,
becaus@achangewerdelaywould beimposed But hereno changewer delaywill beassumedsoasto simplify
themathematics.

Considerthe probabilisticstratgy of choosimg betweenthe targetsby tossinga biasedcoin with oddsp : p,
wherep + p = 1. Within this classof stratgjies,whatis the optimal p? We will referto this asthe “optimal
stratgy”, thoughthereareother stratgiesoutsidethis classthataresuperior

To solve this problem,let’s calculatethe expectedreward asa function of p, andthenmaximizewith respecto
p. Thetotal expectedreward canbewritten as

Hiw=H+H
where H and H arethe expectedrewardsat the two targets. Assumingthatall rewardshave unity magnitude,
thesecanbewritten as ) )
H=- H==
T T

whereT andT arethe averagetime intervals betweerharestingsat the two targets.

(a) Show that
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Hint: Thewaiting time T is the sumof two times, the time requiredfor anothemreward to appearat the
target,andthenthetime requiredfor thetargetto be chosen,



(b) ConsiderH,,; asa functionof p, andassumehatit is smoothanddifferentiable. Supposehat H,,, is
maximized for 0< p < 1. Show that this implies

H i
PP

In otherwords,the matchingandmaximizingstrategiesreoneandthe samefor concurrendI in discrete
time. This is a special cas@) general, matching and maximizing are different.

(c) Show that the matching/maximizing solutioh gatisfies

p_P1-P

p* P1-—P
This meanghatthe optimal choiceprobabilitiesareapproximatelyin the sameratio asthe baiting proba-
bilities P and P, when the baiting probabilities are smah.general, this is not the case.

3. Learningmatching. Considera simplelearningmodelfor operantmatchingbehavior. Let the actiontakenin
trial ¢ be given by the binary variablesa; anda;, which satisfya: + a; = 1. After eachaction, the animal
receives reward /, which is also a binary variabl&he incomes in the recent past are computed by

Hipw = [Hy+ (1—B)hiay (3
Hypw = BHi+ (1 - B)hay 4)

where0 < g < 1isadiscountfactor. Basedon thesehistoricalincomesthe modelchoosedts actionrandomly,
with odds given by
p_
e Hy
(a) Programa concurrentVl scheduleon two targetswith baiting probabilities0.1 and0.2. Simulatethe
learning model for various values of What value of ds good for convergence to the optimal?

(b) Graphtheresultsof thelearnerby plotting cumulativechoicesof target2 vs. cumulativechoicesof target
1. Also plot cumulativerewardsharvestedrom target2 vs. cumulativerewardsharvestedrom targetl.
Matching behavior correspontis equal slopes of these two curves.

(c) Supposehathalfway throughyour simulation,you exchangehe baiting probabilitiesof the two targets.
How quickly can the learning model adapt to this situatiblt®v does your answer depend 5?

Explain your answers wittvords, figures, and/or equatiomsiso submit your MATLAB code.
4. Pure strategy Nash equilibria

(a) Solvethefollowing gameby eliminatingdominatedstrategiesin whatorderaretheyeliminatedWVhatis
the Nash equilibrium?

N C J

N | 73,25| 57,42 | 66,32
C | 80,26| 35,12 | 32,54
J | 28,27| 63,31 | 54,29

(b) Battle of the sexes.Robert(row) andCecilia(column)arein love. Theydesperatelyantto spendevery
momenttogetherandareconsideringvatchingavideotogethetthis evening.Robertwould like to seethe
horrorflick Attackof theKiller Tomatoeswhile CeciliaprefersBabette's~east,basednthelsakDinesen
novel. The payoff matrix for thistrategic interaction is

A | B
Al21|00
B|00| 12




What are the pure strategy Nastuilibria?ls the game dominance solvable?

5. Mixed strategyNashequilibria. The battle of the sexesalsohasa mixed strategyNashequilibrium, in which
Robert chooses Mith probability 0 < p < 1 and Cecilia chooses with probability 0 < ¢ < 1.

(a) Find p andg. Hint: Fromthe Fundamentatheoremof mixedstrategyNashequilibria (seetextbooksif
you wantto know it), Robertis indifferentat equilibrium,i.e. his expectedpayoffsfrom his two choices
are the saméerhe same holds for Cecili&rom these conditions, solve forgnd ¢

(b) Whatarethe averagepayoffsfor Robertand Cecilia? Are they betteror worsethanthe payoffsfor the
pure strategy Nash equilibria?



