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1. Exampleof convolution. In classwe studiedtheboxcarfilter p; = (p;—1 + p; + pi+1)/3 asaway of estimating
probability of firing from a spike train. This canbewrittenasp = p x h, whereh; = hg = h_; = 1/3. Forthe
following, fully specifytheh suchthat f = g x h.

(@) fi = gi — gi_1 (discreteapproximatiorto the derivative)

(b) f; = gi11 — g: (@anotherdiscreteapproximaion to the derivative)

(€) fi = gi—s (5 steptime delay)

(d) fi = gix1 — 2g; + g:—1 (discreteapproximationto the secondderivative). For this example,alsowrite

down amatrix H suchthat f = gH. Assumethat f andg have lenghs5 and3 respectiely, regardthem
asrow vectors(notethatthe matrix givenin thelecturenotesis for columnvectors).

2. Theconv functionis built in to MATLAB, while thexcorr functionis partof the SignalProcessingoolbox.
Imaginethatyou area starvinggradstudent(a modern-daycounterparof Abe Lincoln), andcannotafford to
purchasehe Toolbox. Neverthelessyour ferventdesireto studytheart of signalprocessinglrivesyou to write
your own versionof xcorr .

Typehelp xcorr in MATLAB, andreadthedescriptionof thefirst invocationC=XCORR(A,B). Duplicate
this with your own code. It shouldnt take morethanafew lines,if you make useof theconv function. (This
exerciseis supposedo tead you therelationshipbetweercorrelationandconvolution).

3. Show thatthe corvolution -
z(t) = / dt’g(t —t')h(t")

0
is the solutionof thelinear first-orderdifferentialequation

do

T dt r=4g

whereh(t) = 7=1e~%/7 for t > 0, andg(t) is anarbitraryfunction of time. (Hint: integrateby parts). Now
defineh(t) = 0 for t < 0 (akind of zeropadding),andshow thatthe corvolutionalformulaabove implies

dh

—+h=90
Tdt+

whered(t) is the Dirac deltafunction. This is why h is regardedasthe impulseresponséor the differential
equation.

4. Theoptimalstimulus.Congder thelinearfilter
r, = Z di,ij
J

transformingstimulus s into response- usingthe kerneld. Supposel is given, and considera fixedi. The
optimal stimulusis definedasthe s that maximizesr;, given the constraintthat Zj 3? = 1. Theconstraint



is necessaryn the definition becausehe responseanbe madearbitrarily large by scalingup s by a constant
factor.

Provethatthe optimal stimulusis proportionalto thekernel,s; o d;_;. This givesaninterestingnterpretation
of the kernel as the stimulus that is most effective at producing a large response.

Hint; Usethemethodof Lagrangemultipliersfrom multivariatecalculus(readthetextbookfor moreaboutthis).

. Wiener-Hopf equationdn class we discussed the problem of optimizing the approximation

Mo
Yi = Z hjxifj (1)

j=M,

with respect to the filteh;. It was stated without prodhat #; is the solution of the Wiener-Hopf equations

Mo
Civ= > hiCE*,,  k=DM,..., M 2)
j=M;

where the correlations adefined by
C¥ = Zl’ﬂjb-i-k Cr* = Z%’%‘H

If not otherwise noted, all summations are fremo to co, and assumed to be finite.
Derive the Wiener-Hopf equations by minimizing the cost function

2
Mo

E= Z% Yi — Z hjai—j ()

J=M;

with respecto h;, for j = M; to M,. You will needto computethe partial derivativesoE/0hy,, setthemto
zero, and play around with summations.

. Stimulusreconstructiorfrom spiketrains. In class,we discussedising the Wiener-Hopfequationgo model
neuralresponsesa filtered versionof the stimulus. In this exercisewe’ll work in the oppositedirection: the
stimuluswill be modeledasa filtered versionof the spiketrain. This methodwasinventedby Bill Bialek, Rob
de Ruytervan Steveninckandco-workersandis describedn Section3.4 of DayanandAbbott. We'll applyit
to the sameEigenmannialatathatwasusedin thefirst problemset. Definey; = s; — (s) andxz; = p; — (p),
where g is the stimulus and;ds the spike trainUse the model of Eq. (1) with 4= —100 and M = 300.

If thespiketrainwerewhite noise theoptimalfilter would be of theform h, oc C/¥. Thisturnsoutto beagood
approximationgventhoughthe spiketrain is notreally white noise.Computethe cross-covariancef the spike
train andthe stimulus,andnormalizeby the numberof spikes(this is similar to the spike-triggeredchverageof
the stimulus) Plot the filter h.Make sure to only plot thelements corresponding to4, . . ., ks, .

. Computeh x x. Again,the challengehereis to discardthe properelementf the convolutionsothath * x lines
up with thestimulusy. Plotthefirst 1000elementf & x x andy onthesamegraph.If you've doneeverything
right, you shouldseevery goodagreementCalculatethe squareckerrorof the approximationasdefinedin Eq.

@A).

. While theprecedindilter is good,theoptimalfilter is foundby solvingtheWiener-Hopfequationg2). Compute
the appropriateelementf the auto-covarianc€’;’”, andtransformtheminto amatrix of theform €, using
thetoeplitz command Also computethe appropriateelementf the cross-covarianc€;¥. Thensolvethe
Wiener-Hopf equations fas using the backslash (\) comman@lot your result for h.

. Now for theWienerfilter, plot thefirst 1000element®f /2 andy onthesamegraph.If you've doneeverything
right, the agreemenshouldbe evenbetterthan before. Calculatethe squarederror of the approximation,as
defined in Eq. (3)This number should be lower than before.



