
Last few slides from last time…




Binomial distribution


•	 Distribution of number of successes in n 
independent trials. 

•	 Probability of success on any given trial = p


•	 Probability of failure on any given trial = q 
= 1-p 



Mean and variance of a binomial 

random variable


• The mean number of successes in a 

binomial experiment is given by:

– µ = np


– n is the number of trials, p is the probability of 
success 

• The variance is given by

– σ2 = npq


– q = 1-p 




25 coin flips


•	 What is the probability that the number of 
heads is ≤ 14? 

•	 We can calculate from the binomial formula 
that p(x≤14) is .7878 (note this is not an 
approximation) 



Normal Approximation


•	 Using the normal approximation with 
µ = np = (25)(.5) = 12.5 and 
σ = sqrt(npq) = sqrt((25)(.5)(.5)) = 2.5 we get 

• p(x≤14) = p(z ≤ (14-12.5)/2.5)) 
= p(z ≤.6) = .7257 

•	 .7878 vs. .7257  -- not great!!

•	 Need a better approximation...




Normal Approximation of 

Binomial Distribution
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Continuity Correction

• Notice that the bars are 
centered on the numbers

• This means that p(x≤14) is 
actually the area under the 
bars less than x=14.5

• We need to account for the 
extra 0.5

• P(x≤14.5) = p(z≤.8) = .7881 
-- a much better 
approximation! 9 10 11 12 13 14 15 16 17

Number of Successes
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Goal for rest of today


•	 Parameters are characteristics of 

populations.

– E.G. mean, variance 

•	 We’ve also looked at statistics* of a sample.

– E.G. sample mean, sample variance 

• How good are our statistics at estimating the 

parameters of the underlying population?


*Statistic = a function of a sample. There are a lot of possible 
statistics, but some are more useful than others. 



Experimental design issues in 

sampling


•	 Suppose we want to try to predict the results of an election 
by taking a survey. 
–	 Don’t want to ask everyone – that would be prohibitive! 
–	 What percent of voters will vote for the Republican candidate for 

president? 
–	 We ask 1000 eligible voters who they will vote for. 
–	 In the next lecture, we will talk about estimating the population 

parameter (the % of voters who prefer the Republican) from the % 
of the survey respondents who say they favor him. 

–	 But our statistics are only as good as our sampling technique – how 
do we pick those 1000 people for the survey? 



Simple random sample


•	 If the procedure for selecting n objects out of a 
large population of objects is such that all possible 
samples of n objects are equally likely, then we 
call the procedure a simple random sample. 

•	 This is the gold standard for sampling.

– Unbiased: each unit has the same probability of being 

chosen. 
– Independent: selection of one unit has no influence on 

selection of other units. 



In theory, how to get a simple 

random sample


•	 Get a list of every unit in the population.

•	 Randomly pick n objects using, e.g. a 

random number generator. 

•	 Or, put a card for each unit in a drum, and 
pull out n cards (without looking) 

•	 This may be prohibitive…




Opportunity sampling 


•	 Take the first n people who volunteer

•	 The population of people who volunteer may be 

quite different from the general population. 
– Shere Hite: 100000 questionaires for book “Women & 

Love” left lying about in women’s organizations. 
Women returned the questionaires if they wanted to. 

•	 Came under fire because women in women’s organizations 
who volunteer to fill out the survey may have very different 
attitudes toward sex and love than the general population of 
women. 



Opportunity sampling 


•	 Nonetheless, in human studies, we do a lot of 
opportunity sampling in BCS. 

•	 We’re hoping there’s not much difference between 
people who sign up for a cog sci experiment and 
the general population. 

•	 In many cases this is probably not a bad 
assumption, but beware! 

•	 Volunteering aside, many of the subjects are MIT 
students… 



Simple random sample


•	 The methods described in this class apply to 
a simple random sample. If you don’t have 
one, the methods need to be modified. 

•	 Randomized design is key to trusting your 
statistics. 



Sampling theory


•	 A statistic can be computed from a sample, and 
used to estimate a parameter (of the population). 

•	 A statistic is what the investigator knows.

•	 A parameter is what the investigator wants to 

know. 
• When estimating a parameter, one major issue is 


accuracy: how close is the estimate going to be.


Freedman et al, Statistics




How good is our estimator?


•	 As an example, consider estimating the population 
mean, µ, with the mean of N samples, m. 

•	 Bias: 
–	 If E(m) = µ, the estimator is unbiased. 
–	 If E(m) = µ’, the bias is µ’- µ 

– All else being equal, you’d prefer that your estimate of 
the mean would, on average, equal the population 
mean, instead of, e.g., being smaller than µ, on average. 



How good is our estimator?


• Consistency:

– If the estimator gets better as we apply it to a larger

sample, then the estimate is consistent. 
• Relative efficiency:


– Just as estimators have a mean, they also have a 
variance. 

– If G and H are both unbiased estimators of µ, then the 
more efficient estimator is the one with the smaller 
variance. 

– Efficient estimators are nice because they give you less 
chance error in your estimation of the population 
parameter. 



How good is our estimator?


• Sufficiency

– If an estimator G contains all of the information 

in the data about parameter µ, then G is a 
sufficient estimator, or sufficient statistic. That 
is, if G is a sufficient statistic, we can’t get a 
better estimate of µ by considering some aspect 
of the data not already accounted for in G. 



What do we need, to decide how 

good our estimator is?


•	 Well, we need to know its mean and variance, so 
we can judge its bias and efficiency. 

•	 It’d also be nice to know, more generally, what is 
the distribution of values we expect to get out of
our estimator, for a given set of population 
parameters. 

•	 Example: what is the distribution of the sample 
mean, given that the population has mean µ and 
variance σ2 ? 
– This is called the sampling distribution of the mean. 

– You already estimated it on one of your homeworks.




“Sampling distribution” of the mean


•	 On the last homework, you generated 100000 
examples of 5 samples from a normal distribution 
with mean 0 and standard deviation 3. 
x = randn(5, 100000)*3;


•	 You then took the mean of each of the 5 samples. 
m = mean(x); % mean of each of the columns 

• Finally, you plotted a histogram of these means, 

m. 
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“Sampling distribution” of the mean 


•	 The histogram of the means, m, was your estimate of the 
sampling distribution of the mean. 

•	 A sampling distribution is a distribution of what happens 
when you take N samples from some distribution, and
compute some statistic of those samples. 
–	 In this case, N=5, “some distribution” = N(0,3), and “compute

some statistic” = compute the mean. 
•	 A sampling distribution is a theoretical probability 

distribution. You were estimating it by running the
experiment (take 5 samples, take the mean) a large number
of times (100000), and looking at the histogram of the
results. 



Questions


•	 From your estimate of the sampling 
distribution of the mean, what seems to be 
the shape of this distribution? 

•	 Its mean, E(m)?




The distribution of the sample mean, m = 

the sample distribution of the mean


• What is its mean? 
• Its standard deviation?


• Its shape? 



But, first, let’s look at another one of 

your homework problems


•	 You generated a bunch of samples of 
x~N(µx, σx

2), y~N(µy, σ 2), then created ay
new random variable z = x + y. 

•	 What, did you estimate, is µz? 
– It turns out this is true, in general. 

•	 What, did you estimate, is σz
2? 

– It turns out this is true for any x, y independent. 



Facts: If x and y are independent

2•	 z = x+y -> σz

2 = σx
2 + σy 

•	 Of course, this generalizes to 
z=x1+x2+…+xN 

2
σz
2 = σx1

2 + σx2
2 + … + σxN 

2•	 Note also that z = x-y -> σz
2 = σx

2 + σy 



Facts for any random variables 

x and y


• E(x + y) = E(x) + E(y)

– Intuition: if you play two games, x and y, the 

amount you expect to win is the sum of the 
amount you expect to win in game x, and the 
amount you expect to win in game y. 

– DON’T CONFUSE THIS WITH p(x+y), 
WHICH IS NOT NECESSARILY EQUAL TO 
p(x) + p(y)!!!!!!! 

• E(kx) = k E(x)




So, what is E(m)?


•	 Let xi be distributed according to some 
distribution with mean µ and variance σ2. 

• m = (x1+x2+…+xN)/N

•	 E(m) = E[(x1+x2+…+xN)/N] 

= 1/N [E(x1)+E(x2)+…+E(xN)] 
= 1/N [N µ] 
= µ 

•	 E(m) = E(mean of N samples xi) = E(x) = µ 



The sample mean is an unbiased 

estimator for µ


•	 E(m) = E(mean of N samples xi) = E(x) = µ 

•	 You should have suspected this from your 
homework (though of course your estimate 
of E(m) differed by a small amount from µ). 



What is the standard deviation of m?


• Recall x~N(µ, σ2) 
• m = (x1+x2+…+xN)/N, 
• We know that if z=x1+x2+…+xN
2σz

2 = σx1
2 + σx2

2 + … + σxN

= N σ2


• m = z/N  
• Recall from an earlier lecture that if y=kx, 


2σ = kσx -> σy
2 = k2 σxy 

• So,  σm
2 = N σ2/N2 = σ2/N

σm = σ/sqrt(N) 



The standard error


•	 To distinguish this standard deviation of the mean 
from the standard deviation of x, the standard
deviation of the mean is known as the standard 
error. 
–	 Standard error of the mean = σ/sqrt(N)


•	 The sample mean is relatively efficient, when
compared to the median (see HW due next week). 

•	 The sample mean is also consistent – the standard 
error will go down as we increase the number of
samples, and our estimate will get better. 



What is the shape of the sampling 

distribution of the mean, m?


•	 If x is normal, the distribution of the mean 
is normal. 

•	 If x is not normal, don’t despair – the 
central limit theorem says that for N large 
enough (and certain other constraints, like 
finite σ2), the distribution of the mean is 
approximately normal. 



Example 1


•	 x approximately normal, with mean = 20, standard 
deviation 4. 

•	 Experiment: you observe 50 samples from x.  What is the 
probability that their mean lies between 19 and 21? 

•	 E(m) = 20

•	 Std. error of the mean = σm = 4/sqrt(50)

≈ 0.5657 
•	 z(21) = (21-E(m))/σm ≈ 1.77; z(19) ≈ -1.77 
•	 From z-tables, P(-1.77 < z < 1.77) ≈ 92.4% 

= P(19 < m < 21) 
•	 Compare with P(19 < x < 21) ≈ 19.7%




Example 2


•	 What if we had been computing the sample mean 
from only 30 samples? 

•	 E(m) = 20, as before

•	 Std. error of the mean = σm = 4/sqrt(30)

≈ 0.73 
•	 z(21) = (21-E(m))/σm ≈ 1.37; z(19) ≈ -1.37 
•	 From z-tables, P(-1.37 < z < 1.37) ≈ 82.9% 

– If you average over only 30 samples, the estimate of the 
mean gets considerably more variable. 



Example 3: What is the probability that the 

sample mean will fall in a certain range, given 


the population mean?

•	 You survey 25 students taking a class with 3-0-9 

credit units. For such a class, they are supposed to 
spend about 9 hours in homework and preparation 
for the class per week. The students spend on 
average 11 hours studying for this class, with a 
standard deviation of 4 hours. 

•	 If the true population mean is 9 hours of studying 
per week, what is the probability that we would 
have seen a sample mean of as high as 11 hours 
per week? 



Probability of observing a sample 

mean of 11 hrs/week


•	 We want to know: what is the probability that the sample 
mean for our sample of 25 students is 11 hours or more, 
given that the true mean is 9 hours. 

9	 11 studying

Mean hrs 

=? 



Probability and the sample mean


•	 11 hrs is how many std. errors away from the mean of 9
hrs? 

•	 Std. error of the mean = 
std. deviation of the population/sqrt(N) 

–	 Don’t know std. deviation of the population.  Estimate that the 
population variance = the sample variance. 

–	 Std. error of the mean ≈ 4/sqrt(25) = 4/5 
•	 z = (11-9)/(4/5) = 2.5 
•	 p(z > 2.5) = (1-0.9876)/2 = 0.0062 
•	 It seems highly unlikely that we would see a mean as high 

as 11 in our sample of 20 students, given a true mean of 9
hrs. Probably this class is too much work for 3-0-9 credit
hours. 



Problems with using the normal 

approximation to estimate probabilities


•	 In order to use the normal approximation, 
we need to know σ, the standard deviation 
of the underlying population. Often we 
don’t, as in the previous example. 
– But, we can estimate σ from the standard 

deviation of the sample. 
•	 The distribution of the sample mean may 

only be normal for large sample sizes, N. 



When you don’t know σ


• But, z = (m-µ)/(σ/sqrt(N)) is distributed 

according to a z distribution (N(0, 1))


•	 Whereas t = (m-µ)/(s/sqrt(N)) is distributed 
according to a t-distribution 
– Invented by William Gosset at Guinness 

brewery early in the 20th century 
– Called the Student’s t distribution, because he 

published it anonymously 



Creating the t-distribution


•	 You could try doing it in MATLAB

– Generate an Nx 1000000 array of samples from a 

normal distribution with some mean and variance. 
–	 Look at the distribution of (m-µ)/(s/sqrt(N))


•	 Gosset created the t-tables without MATLAB (or 
modern computers) (ugh!) 

•	 Note that there is a different t-distribution for each 
value of N (the number of samples you use you 
compute the sample mean). 
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Student’s t Distribution


•	 The distribution of t is more spread out than 
the z distribution. It is not normal! 

•	 Using s instead of σ introduces more 
uncertainty, making t “sloppier” than z 

•	 As the sample size gets larger, s gets closer 
to σ, so t gets closer to z. 



The Student’s t-distribution


• t-table in the back of your book (A-106) 

Student’s curve, with The shaded area is

shown along the topdegrees of freedom shown 
of the tableat the left of the table 

t 

is shown in the 

body of the table




Degrees of freedom?


•	 If n is the sample size, n-1 is the “degrees of 
freedom” of the sample. 

•	 The general idea: Given n pieces of data, 
you start out with n degrees of freedom. 
However, when you compute the mean, you 
are left with only n-1 degrees of freedom, 
because the mean constrains the n samples. 
– Given the mean and n-1 samples, you can 

figure out the nth sample. 



Example of using the t-table


•	 You survey 5 students taking a class with 3-0-9 
credit units. For such a class, they are supposed to 
spend about 9 hours in homework and preparation 
for the class per week. The students spend on 
average 11 hours studying for this class, with a 
standard deviation of 4 hours. 

•	 If the true population mean is 9 hours of studying 
per week, is the probability that we would have 
seen a sample mean of as high as 11 hours per 
week < 5%? 



Is P(m>11) < 0.05?


• t = (m-µ)/(s/sqrt(N)) = (11-9)/(4/sqrt(5))
≈ 1.12 

•	 What is tcrit for area=0.05? 
• tcrit(4) = 2.13 Area = 0.05 

• t < tcrit(4),
so P(m>11) > 0.05 

tcrit 
t 

•	 From these 5 samples, it seems feasible that the 11 
hr average occurred by chance. 



Statistical tables online


•	 By the way, a lot of statistical tables are 
available online, e.g: 

•	 http://math.uc.edu/~brycw/classes/148/tables.htm




Problems with using the normal 

approximation to estimate probabilities


•	 In order to use the normal approximation, we need 
to know σ, the standard deviation of the 
underlying population. Often we don’t, as in the 
previous example. 
– Use the t-distribution, with the sample estimate of σ.


•	 The distribution of the sample mean may only be 
normal for large sample sizes, N. 
– The t-distribution was created for the mean of normally 

distributed data, x, but it turns out to be pretty robust to 
non-normal x, so long as x is kinda “mound-shaped”. 



Other sample distributions


•	 This was all for the sample distribution of 
the mean 

•	 Can also look at the sample distributions for 
other statistics, e.g. sample std. deviation, 
sample variance, median, … 

•	 An important one: estimating the parameter 
of a binomial distribution 



Sample distribution of proportions


•	 Binomial distribution, probability of success 
= p 

•	 Want to estimate p.

•	 Candidate estimator: P’ = sample proportion 

of successes on n trials. 
– What is mean(P’)?  
– Std. deviation(P’) = std. error?

– Shape of the distribution? 



Mean and std. deviation of a 

binomial distribution


•	 Recall for binomial distributions with 
probability of success = p, probability of 
failure = 1-p = q 
– Mean = np 
– Std. deviation = sqrt(npq)




Sampling distribution of proportions


•	 P’ = number of successful trials/n 
•	 Shape of the sampling distribution of P’:


– Approximately normal, if n was large enough that the 
distribution of the number of successful trials was 
approximately normal. 

– (Just divided every value by n – distribution still 
normal.) 

•	 Mean(P’) = np/n = p Unbiased estimator of p.

•	 Std. deviation(P’) = sqrt(npq)/n = sqrt(pq/n) = 

standard error of the proportion. 



Binomial distribution, percents, and 

surveys


•	 “But wait, the binomial distribution required that p be the same on 
every trial. This meant we had to sample with replacement. 

•	 If I call a bunch of people to ask them which politician they favor, 
that’s not sampling with replacement – if I call one person to ask their 
preference, I check them off my list and don’t call them again to ask 
the same question.” 

•	 It’s true, this is sampling without replacement. 
•	 It makes little difference that this is sampling without replacement, in 

the case of most surveys (for which the population is large relative to 
the sample size), but one can correct for this, if desired. 
–	 Before calling person i, p(Kerry) = 0.45 = 450000/1000000 
–	 After calling person i, p(Kerry) = 449999/999999 ≈ 0.45 



Sampling without replacement


•	 Note same sampling without replacement 
comment is also valid for the earlier 
problem on number of hours spent studying. 

•	 If the class (your population) only has 40 
students, and you’ve asked 25 of them how 
much they studied, you need to adjust your 
estimate of the std. error. 



Sampling without replacement


•	 This issue of sampling with vs. without 
replacement is a real issue in certain
circumstances. 

•	 However, it is rarely an issue for the sorts of work 
we do in BCS. 
– Our sample sizes are quite small compared to the size 

of the desired population 
–	 Total population size = # of humans, e.g.


•	 But, there is a correction, if you need it (E.G. 
sample size ~ ½ population size). Look in a stat 
book. 



Example 1: Sampling distribution of 

the proportion


•	 5 balls in a box.  1 red, 4 green. (p = 0.2) 
•	 Experiment: you sample with replacement 50 times.  

•	 What is the probability that p’ lies between 0.13 and 0.27?  

Use the normal approximation to the binomial distribution. 
•	 E(P’) = p = 0.20

•	 Std. error of the proportion = σP’ = sqrt(pq/n)

≈ 0.0566 
•	 z(0.27) = (0.27-0.20)/σP’ ≈ 1.24; z(0.13) ≈ -1.24 
•	 From z-tables, P(-1.24 < z < 1.24) ≈ 78.9% 

≈ P(0.13 < p’ < 0.27) 



Example 2


•	 What if we tried to estimate p using only 30 trials?

•	 E(P’) = p = 0.20 
•	 Std. error of the proportion = σP’ = sqrt(pq/n)

≈ 0.0730 
•	 z(0.27) = (0.27-0.20)/σP’ ≈ 0.96;

z(0.13) ≈ -0.96 
•	 From z-tables, P(-0.96 < z < 0.96) ≈ 66.3% 

≈ P(0.13 < p’ < 0.27) 
•	 Again, the estimate of p gets more variable as you 

look at fewer samples. 



Example 3: What is the probability that p’ will 

fall in a certain range, given p?


•	 Flip a coin 50 times.  If the coin is fair (p=0.5), 
what is the probability of getting an estimate, p’, 
greater than or equal to 0.7 (=35 heads). 

•	 E(P’) = 0.5 
•	 Std. error(P’) = sqrt((.5)(.5)/50) = .0707

•	 z = (0.7-0.5)/0.0707 ≈ 2.83 
•	 P(z > 2.83) ≈ (1-0.9953)/2 = 0.0024 

= P(p’ > 0.7) 
–	 Pretty unlikely to get such high estimates of p




More examples on finding the mean 

and standard deviation of a r.v.


• x~N(µx, σx), y~N(µy, σy) 

• Z = x + 4y + 2 
– E(Z) = E(x) + E(4y) + E(2) = µx + 4µy + 2 
– Var(Z) = var(x) + var(4y) + var(2) 

2= σx
2 + 16 σy 

• Z = (2x1 + 2x2 - y)/5  
– E(Z) = (E(2x) + E(2x) - E(y))/5 = 4/5 µx – 1/5  µy 
– Var(Z) = var(2x/5) + var(2x/5) + var(y)

2= 8/25 σx
2 + σy 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.5
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 300
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f300130d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e007400730020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d0061002000760069007300750061006c0069007a006100e700e3006f0020006500200069006d0070007200650073007300e3006f00200061006400650071007500610064006100730020007000610072006100200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650072002000650067006e006500640065002000740069006c0020007000e5006c006900640065006c006900670020007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e00200064006900650020006700650073006300680069006b00740020007a0069006a006e0020006f006d0020007a0061006b0065006c0069006a006b006500200064006f00630075006d0065006e00740065006e00200062006500740072006f0075007700620061006100720020007700650065007200200074006500200067006500760065006e00200065006e0020006100660020007400650020006400720075006b006b0065006e002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200071007500650020007000650072006d006900740061006e002000760069007300750061006c0069007a006100720020006500200069006d007000720069006d0069007200200063006f007200720065006300740061006d0065006e0074006500200064006f00630075006d0065006e0074006f007300200065006d00700072006500730061007200690061006c00650073002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006c0075006f006400610020006a0061002000740075006c006f00730074006100610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e0020006500730069006b0061007400730065006c00750020006e00e400790074007400e400e40020006c0075006f00740065007400740061007600610073007400690020006c006f00700070007500740075006c006f006b00730065006e002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e007400690020005000440046002000610064006100740074006900200070006500720020006c00610020007300740061006d00700061002000650020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e006500200064006900200064006f00630075006d0065006e0074006900200061007a00690065006e00640061006c0069002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000700061007300730065007200200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f600720020007000e5006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b0072006900660074002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU <FEFF005500730065002000740068006500730065002000730065007400740069006e0067007300200074006f0020006300720065006100740065002000500044004600200064006f00630075006d0065006e007400730020007300750069007400610062006c006500200066006f0072002000720065006c006900610062006c0065002000760069006500770069006e006700200061006e00640020007000720069006e00740069006e00670020006f006600200062007500730069006e00650073007300200064006f00630075006d0065006e00740073002e0020005400680065002000500044004600200064006f00630075006d0065006e00740073002000630061006e0020006200650020006f00700065006e00650064002000770069007400680020004100630072006f00620061007400200061006e0064002000520065006100640065007200200035002e003000200061006e00640020006c0061007400650072002e>
  >>
>> setdistillerparams
<<
  /HWResolution [300 300]
  /PageSize [612.000 792.000]
>> setpagedevice


